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#### Abstract

We develop a novel shrinkage rule for prediction in a high-dimensional non-exchangeable hierarchical Gaussian model with an unknown spiked covariance structure. We propose a family of priors for the mean parameter, governed by a power hyper-parameter, which encompasses independent to highly dependent scenarios. Corresponding to popular loss functions such as quadratic, generalized absolute, and Linex losses, these prior models induce a wide class of shrinkage predictors that involve quadratic forms of smooth functions of the unknown covariance. By using uniformly consistent estimators of these quadratic forms, we propose an efficient procedure for evaluating these predictors which outperforms factor model based direct plug-in approaches. We further improve our predictors by considering possible reduction in their variability through a novel coordinate-wise shrinkage policy that only uses covariance level information and can be adaptively tuned using the sample eigen structure. Finally, we extend our disaggregate model based methodology to prediction in aggregate models. We propose an easy-to-implement functional substitution method for predicting linearly aggregated targets and establish asymptotic optimality of our proposed procedure. We present simulation experiments as well as real data examples illustrating the efficacy of the proposed method.
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## 1. Introduction

In every branch of big data analytics, it is now commonplace to use notions of shrinkage for the construction of robust algorithms and predictors. Over the last decade, driven by applications in a wide range of scientific problems, the traditional roles of statistical shrinkage have rapidly evolved as new perspectives have been introduced to address and exploit complex, latent structural properties of modern datasets. Incorporating such structural properties vastly improves predictive efficiency. Traditional shrinkage estimators in highdimensional location models (see Efron (2012); Fourdrinier, Strawderman, and Wells (2017); Zhang (2003); Robbins (1985); Greenshtein and Ritov (2009); Greenshtein and Park (2009); Koenker and Mizera (2014); Dicker and Zhao (2016); Efron and Hastie (2016); Brown and Greenshtein (2009) and the references therein) were developed based on homoscedastic models using notions of spherical symmetry. Recent results of Xie, Kou, and Brown (2012, 2016); Weinstein, Ma, Brown, and Zhang (2018); Tan (2015) and Brown, Mukherjee, and Weinstein (2018) have brought to light new shrinkage phenomena in heteroscedastic models. However, these results are based on multivariate setups with known covariances. In a host of modern applications which are briefly described below, we need simultaneous predictions of several dependent variables when the covariance is unknown and needs to be estimated. Here, we develop efficient shrinkage predictors in these high-dimensional problems with an unknown covariance.

1. In financial portfolio selection, the vector of next period excess returns on investable assets form a critical component in determining optimal portfolio weights (Karoui et al., 2011). Different prediction programs are employed to estimate the future returns with several popular approaches using factor covariance models (Fan, Fan, and Lv, 2008; Johnstone and Titterington, 2009) to capture the dependence among asset returns (Kozak et al., 2020).
2. In cell biology, the problems of predicting the expressions of several genes leads to inference in a high-dimensional location model (Cavrois et al., 2017; Sen et al., 2014). Effective statistical methods usually integrate the dependence structure of gene expressions while conducting inference on such high-dimensional location parameters (Sun and Cai, 2009).
3. In health care management, simultaneous prediction of several inventories or resources is very important for optimal operations (Green et al., 2013). The loss function for the health care provider is agglomerative across different hospitals and the individual losses are asymmetric as a hospital would incur a shortfall cost if too many patients arrive and an excess capacity cost if too many regular nurses are scheduled compared to the number of patients. In this paper, we study shrinkage prediction under such loss functions. Mukherjee et al. (2015) showed that in uncorrelated models, empirical Bayes induced shrinkage can provide better performance than simple coordinate-wise rules. Incorporating the dependence structure among the patient arrivals in different hospitals would improve shrinkage rules.
4. A topic of current research in supply chain management (Rudin and Vahn, 2014) is the inventory optimization problem of distributors and retailers who, based on
past sales data, need to predict future demands and balance the trade-offs between incurring high depreciation costs on unsold inventory versus suffering lost sales costs. Here, we study the optimal stocking problem by analyzing grocery sales data across several retail outlets in the USA. For any distributor forecasting future sales across so many outlets, this translates to a high-dimensional demand prediction problem where incorporating co-dependencies in the demands among different stores is potentially useful.

We propose CASP - a Coordinate-wise Adaptive Shrinkage Prediction rule for shrinkage prediction in high-dimensional Gaussian models with an unknown mean and covariance. We consider a hierarchical framework that incorporates a new family of non-exchangeable priors. Based on this, we develop shrinkage predictive rules for several popular loss functions including symmetric as well as asymmetric losses. Traditional shrinkage algorithms in the existing literature are developed under exchangeable priors (Fourdrinier et al., 2017). Our non-exchangeable hierarchical framework connects unknown location and covariance parameters. This can be seen as a means of controlling the complexity of the model, since the Bayes predictive rules involve the covariance. Predictive difficulty in this setup depends on the amount of available auxiliary information about the unknown covariance. When such information is limited, structural assumptions about the covariance are needed to improve the accuracy of the predictive rules. Here, motivated by applications, we assume a low dimensional spiked covariance (factor model) structure akin to Johnstone and Paul (2018).

In our novel hierarchical setup, we derive the Bayes predictive rule under different types of loss functions. They involve quadratic forms in functionals of the unknown population covariance. Thus, the predictive rules need to be accurately estimated by using available information about the covariance. Plug-in approaches that replace the unknown covariance by its unbiased estimator are not optimal. Our proposed method is based on uniform estimation of quadratic forms involving the unknown covariance and is proved to be asymptotically optimal. This quadratic form estimation step is a key ingredient in our procedure. It leverages the spiked covariance structure and includes corrections based on the phase transition phenomena associated with high-dimensional principal component analysis (Ma, 2013; Cai et al., 2013). Additionally, to obtain better bias-variance trade-offs in terms of the estimated prediction rule, we introduce a novel coordinate-wise shrinkage policy that ties in nicely with the structure of the loss function.

Finally, we extend our methodology for prediction to aggregated models. In many contemporary applications, the interest is not in predicting high-dimensional future observation vectors but in predicting prespecified linear functionals of future observations. Prediction in aggregated models is more complicated than prediction in disaggregate models. Using a substitution rule, we establish that our proposed methodology can also work in aggregated models. This, we believe, greatly enhances the scope and applicability of the proposed methods over those in the existing literature.

The paper is organized as follows. In Section 2, we describe our predictive setup. In Section 3, our proposed methodology CASP and its asymptotic properties are presented. In Section 4, we further develop the CASP method for prediction in aggregated models. Numerical performances of our methods are investigated using both simulated and real data in Sections 5 and 6, respectively. Proofs and additional technical details are relegated to the Appendix.

## 2. Predictive model

Following the statistical prediction analysis framework of Aitchison and Dunsmore (1976) and Geisser (1993), consider the high-dimensional prediction setup where the observed past $\boldsymbol{X}=\left(X_{1}, \ldots, X_{n}\right)$ as well as the future observation $\boldsymbol{Y}=\left(Y_{1}, \ldots, Y_{n}\right)$ are distributed according to a normal distribution with an unknown mean $\boldsymbol{\theta}$ and an unknown covariance proportional to $\boldsymbol{\Sigma}$. The past and the future are related only through the unknown parameters $\boldsymbol{\theta}$ and $\boldsymbol{\Sigma}$, conditioned on which they are independent. Thus, the $n$-dimensional predictive model has:

$$
\begin{equation*}
\text { Past observations } \boldsymbol{X} \sim N_{n}(\boldsymbol{\theta}, \boldsymbol{\Sigma}), \text { and Future } \boldsymbol{Y} \sim N_{n}\left(\boldsymbol{\theta}, m_{0}^{-1} \boldsymbol{\Sigma}\right) \tag{1}
\end{equation*}
$$

where $\boldsymbol{\Sigma}$ is an unknown $n \times n$ positive definite matrix, $\boldsymbol{\theta}$ is an unknown $n \times 1$ vector and $m_{0}>0$ is a known constant (typically $m_{0}=1$ ). The setup in equation (1) has been studied in George et al. (2006), George and Xu (2008), and Mukherjee et al. (2015), with known diagonal covariances. As in Xie et al. (2012) and Kou and Yang (2017), for combining information across dimensions and achieving pooling based enhanced prediction, we consider an hierarchical model (Dey et al., 2000; Gelman and Hill, 2006; Banerjee et al., 2014) that puts a conditional prior on the location $\boldsymbol{\theta}$. In many contemporary applications involving correlated Gaussian models, non-exchangeable priors are needed to suitably incorporate covariance information in the hierarchical framework (Pástor and Stambaugh, 2000; Pástor, 2000; Harvey et al., 2016).

Here, we impose a class of conjugate priors on the location parameter $\boldsymbol{\theta}$. The prior family is governed by hyper-parameters $\boldsymbol{\eta}, \tau$ and $\beta$, and involves power-decay on the unknown covariance:

$$
\begin{equation*}
\pi(\boldsymbol{\theta} \mid \boldsymbol{\Sigma}, \boldsymbol{\eta}, \tau, \beta) \sim N_{n}\left(\boldsymbol{\eta}, \tau \boldsymbol{\Sigma}^{\beta}\right) \tag{2}
\end{equation*}
$$

The shape parameter $\beta$ is key to controlling the essential characteristic of the posterior density of $\boldsymbol{\theta}$ under model (1). As $\beta$ varies in $[0, \infty)$, it produces a large family of priors capable of reflecting perfect independence to highly dependent scenarios. When $\beta=0$, the exchangeable prior on the locations resembles the setup of Xie et al. (2012) with known diagonal covariance. With $\beta=1$, the prior has the same correlation structure as the data, whereas with $\beta>1$, the prior is relatively less concentrated towards the dominant variability directions in the data. In the finance literature, this family of priors is widely used in asset pricing for formulating varied economically motivated priors that induce shrinkage estimation of market factors (Kozak et al., 2020). While $\beta=0$ corresponds to the diffuse prior in Harvey et al. (2016), $\beta=1$ gives the asset pricing prior in Pástor and Stambaugh (2000); Pástor (2000) and $\beta=2$ yields the prior proposed in Kozak et al. (2020) that shrinks the contributions of low-variance principal components of the candidate factors. The scale parameter $\tau$ is allowed to vary between 0 to $\infty$. The location parameter $\boldsymbol{\eta}$ is usually restricted to some prespecified low dimensional subspace.

### 2.1 Aggregated prediction objectives

In the hierarchical setup of equations (1), (2) and based on observing $\boldsymbol{x}$, our goal is to predict $\boldsymbol{Y}$ by $\hat{\boldsymbol{q}}(\boldsymbol{x})$ under a loss that is additive across the $n$ dimensions. Along with the
problem of predicting $\boldsymbol{Y}$, we also consider predicting several linearly aggregated components in model (1). The predictor here is $\boldsymbol{V}=\boldsymbol{A} \boldsymbol{Y}$, where the transformation matrix $\boldsymbol{A} \in \mathbb{R}^{p \times n}$ is observed with $p \leq n$ and full rank. Instead of predicting the raw $\boldsymbol{Y}$ at the disaggregate level, the goal is to formulate $\hat{\boldsymbol{q}}=\left\{\hat{q}_{i}(\boldsymbol{X}): 1 \leq i \leq p\right\}$ based on the disaggregated past data $\boldsymbol{X}$ such that $\hat{\boldsymbol{q}}$ optimally forecasts the aggregated predictor $\boldsymbol{V}$. The loss function is again cumulative but across the $p$ components of $\boldsymbol{V}$.

Aggregate prediction problems often arise in several applications. For example, in portfolio selection (Pástor, 2000), $\boldsymbol{A}$ represents the $p \times n$ portfolio weight matrix of $p$ investors and $\boldsymbol{Y}$ is the next period excess return vector on the $n$ assets. Similarly, as discussed in Section 6 , in supply chain management distributors need to forecast the future sales of their products across a large number of retail outlets spread over various locations or states. Often, the high inter-state transfer costs forbid the distributors from delivering their products to these retail outlets from a central warehouse. Instead, the products are typically sourced at regional or state warehouses which are then distributed to the retail outlets in the nearby region. Thus, in this demand forecasting setup, the matrix $\boldsymbol{A}$ might represent the $p \times n$ aggregation matrix that aggregates the demand for each product across the $n$ retail outlets into $p$ states, and $\boldsymbol{Y}$ is the $n$ dimensional future demand vector at each retail outlet. Such problems, where the target distribution is different from that of past observations, are more challenging than disaggregate level prediction where the target is $\boldsymbol{Y}$ itself (Komaki, 2015; Yano and Komaki; George and Xu, 2008). Naturally, when $p=n$ and $\boldsymbol{A}=\boldsymbol{I}_{n}$, we revert to prediction at the disaggregate level.

### 2.2 Loss functions

Prediction accuracy depends on the loss function used, even more so than in an estimation problem. We consider three popular loss functions that routinely arise in applications: quadratic loss, generalized absolute loss, and Linex loss. While quadratic loss is the most widely studied loss function in Statistics, the utility and necessity of asymmetric losses, like the generalized absolute loss and Linex loss, has long been acknowledged, for instance in the works of Koenker and Bassett Jr (1978), Zellner (1986). We next discuss the two aforementioned asymmetric losses and then present the Bayes predictors in our hierarchical setup for these losses.

Generalized absolute loss function, also referred to as the check loss (see Chapter 11.2.3 of Press (2009)), is a piecewise linear loss function with two linear segments and uses differential linear weights to measure the amount of underestimation or overestimation. It is the simplest as well as the most popular asymmetric loss function and is fundamental in quantile regression (Koenker and Bassett Jr, 1978). If $\hat{q}_{i}(\boldsymbol{X})$ represents the predictive estimate of the future $V_{i}$, then under generalized absolute loss the $i^{t h}$ coordinate incurs a loss

$$
\begin{equation*}
\mathcal{L}_{i}\left(V_{i}, \hat{q}_{i}(\boldsymbol{x})\right)=b_{i}\left(V_{i}-\hat{q}_{i}\right)^{+}+h_{i}\left(\hat{q}_{i}-V_{i}\right)^{+} \tag{3}
\end{equation*}
$$

where $b_{i}, h_{i}$ are known positive costs associated with underestimation and overestimation, respectively, in coordinate $i$, and $a^{+}:=\max (a, 0)$. In inventory management problems (Mukherjee et al., 2015; Rudin and Vahn, 2014) for example, where overestimation leads to depreciation and storage costs, but underestimation may lead to significant reputation costs for the retailers, the generalized absolute loss function arises naturally with $b_{i} \gg h_{i}$.

When $b_{i}=h_{i}$, equation (3) represents the usual $\ell_{1}$ loss for coordinate $i$.
Linex loss function (Varian, 1975), on the other hand, uses a combination of linear and exponential functions (hence its name) to measure errors in the two different directions. The loss associated with coordinate $i$ is

$$
\begin{equation*}
\mathcal{L}_{i}\left(V_{i}, \hat{q}_{i}(\boldsymbol{x})\right)=b_{i}\left\{e^{a_{i}\left(\hat{q}_{i}-V_{i}\right)}-a_{i}\left(\hat{q}_{i}-V_{i}\right)-1\right\} \tag{4}
\end{equation*}
$$

where $a_{i} \neq 0, b_{i}>0$ for all $i$. This loss function is more appropriate for event analysis such as predicting accident counts or crime rates, underestimations of which result in much graver consequences than overestimations. However, for small values of $\left|a_{i}\right|$, the Linex loss behaves approximately like a quadratic loss function (Zellner, 1986).

### 2.3 Bayes predictors under known covariance

We define a few notations first. Let $l_{p}(\boldsymbol{V}, \hat{\boldsymbol{q}})=p^{-1} \sum_{i=1}^{p} \mathcal{L}_{i}\left(V_{i}, \hat{q}_{i}\right)$ denote the average loss for predicting $\boldsymbol{V}$ using $\hat{\boldsymbol{q}}$ which depends on $\boldsymbol{X}$. For each $\boldsymbol{X}=\boldsymbol{x}$, the associated predictive loss is $L_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})=\mathbb{E}_{\boldsymbol{V}} l_{p}(\boldsymbol{V}, \hat{\boldsymbol{q}})$ where $\boldsymbol{\psi}=\boldsymbol{A} \boldsymbol{\theta}$ and the expectation is taken over the distribution of the future $\boldsymbol{V}$ only. The predictive risk is given by $\mathbb{E}_{\boldsymbol{X}} L_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})$ which, by sufficiency, reduces to $R_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})=\mathbb{E}_{\boldsymbol{A} \boldsymbol{X}} L_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})$ wherein the expectation is taken over the distribution of $\boldsymbol{A} \boldsymbol{X}$. Note that the expectation over $\boldsymbol{V}$ is already included in $L_{p}$; also, the dependence of the risk on $\boldsymbol{\Sigma}$ is not made notationally explicit for ease of presentation. With $\check{\boldsymbol{\Sigma}}_{\beta}=\boldsymbol{A} \boldsymbol{\Sigma}^{\beta} \boldsymbol{A}^{T}$, define

$$
G_{r, \alpha, \beta}:=G_{r, \alpha, \beta}(\boldsymbol{\Sigma}, \boldsymbol{A})=\left(\check{\boldsymbol{\Sigma}}_{1}^{-1}+\tau^{-1} \check{\boldsymbol{\Sigma}}_{\beta}^{-1}\right)^{-r} \check{\boldsymbol{\Sigma}}_{1}^{\alpha},
$$

where the dependence of $G_{r, \alpha, \beta}$ on $\tau$ has been kept implicit for notational ease. Our goal is to minimize $R_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})$ over the class of estimators $\hat{\boldsymbol{q}}$ for all values of $\boldsymbol{\psi}$. An essential intermediate quantity in that direction is the Bayes predictive rule $\boldsymbol{q}^{\text {Bayes }}$, which is the unique minimizer of the integrated Bayes risk $B_{p}(\tau, \beta)=\int R_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}}) \pi(\boldsymbol{\psi} \mid \boldsymbol{\Sigma}, \tau, \beta) d \boldsymbol{\psi}$. Set $\boldsymbol{\eta}$ to a prespecified value $\boldsymbol{\eta}_{0}$, then Lemma 1 below provides the univariate Bayes estimator $q_{i}^{\text {Bayes }}$ for the loss functions discussed earlier.
Lemma 1 (Univariate Bayes Estimator). Consider the hierarchical model in equations (1) and (2). If $\boldsymbol{\Sigma}$ were known, the unique minimizer of the integrated Bayes risk for coordinate $i$ is

$$
\begin{equation*}
\boldsymbol{q}_{i}^{\text {Bayes }}(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)=\boldsymbol{e}_{i}^{T} \boldsymbol{A} \boldsymbol{\eta}_{0}+\boldsymbol{e}_{i}^{T} G_{1,-1, \beta} \boldsymbol{A}\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right)+\mathcal{F}_{i}^{\text {loss }}(\boldsymbol{\Sigma}, \boldsymbol{A}, \tau, \beta), \tag{5}
\end{equation*}
$$

where $\boldsymbol{e}_{i}$ is the canonical basis vector with 1 at the $i^{\text {th }}$ coordinate and $i=1, \ldots, p$. With $\tilde{b}_{i}=b_{i} /\left(b_{i}+h_{i}\right)$, we have $\mathcal{F}_{i}^{\text {loss }}(\boldsymbol{\Sigma}, \boldsymbol{A}, \tau, \beta)$ as follows:
$\mathcal{F}_{i}^{\text {loss }}(\boldsymbol{\Sigma}, \boldsymbol{A}, \tau, \beta)= \begin{cases}\Phi^{-1}\left(\tilde{b}_{i}\right)\left(\boldsymbol{e}_{i}^{T} G_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} G_{0,1,0} \boldsymbol{e}_{i}\right)^{1 / 2}, & \text { for generalized absolute loss } \\ -\frac{a_{i}}{2}\left(\boldsymbol{e}_{i}^{T} G_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} G_{0,1,0} \boldsymbol{e}_{i}\right), & \text { for Linex loss } \\ 0, & \text { for quadratic loss. }\end{cases}$
As $\tau$ and $\beta$ vary, $\boldsymbol{q}_{i}^{\text {Bayes }}(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)$ constitutes a class of shrinkage predictors. When $\boldsymbol{\Sigma}$ is unknown, perhaps the simplest approach will be to plug in an estimate $\hat{\boldsymbol{\Sigma}}$ in $G_{r, \alpha, \beta}$. However, this plug-in approach produces a biased, suboptimal predictor. Next, we discuss prediction under an unknown covariance.

### 2.4 Prediction under an unknown covariance and structural constraints

When $\boldsymbol{\Sigma}$ is unknown, consider observing auxiliary vectors $\boldsymbol{W}_{j}=\left(W_{1 j}, \ldots, W_{n j}\right)^{T}$ where $\boldsymbol{W}_{j} \mid \boldsymbol{\mu}_{j}$ are independently distributed from $N_{n}\left(\boldsymbol{\mu}_{j}, \boldsymbol{\Sigma}\right)$ for $j=1, \ldots, m$. Here, $\boldsymbol{W}:=$ $\left[\boldsymbol{W}_{1}, \ldots, \boldsymbol{W}_{m}\right]$ and $\boldsymbol{X}, \boldsymbol{Y}$ from equation (1) are related only through the parameters $\boldsymbol{\mu}:=$ $\left\{\boldsymbol{\mu}_{j}: 1 \leq j \leq m\right\}, \boldsymbol{\theta}$ and $\boldsymbol{\Sigma}$. In many real world applications, $\boldsymbol{\mu}_{\boldsymbol{j}}$ s are very different from $\boldsymbol{\theta}$, and so $\boldsymbol{W}$ provides information about $\boldsymbol{\Sigma}$ but not much on $\boldsymbol{\theta}$. In these cases, the information contained in $\boldsymbol{W}$, though not useful for conducting inferences on $\boldsymbol{\theta}$, can be used to conduct inferences on $\boldsymbol{\Sigma}$. For instance, in applications involving rapid trend-changing environments with invariant correlation structures, there often exist auxiliary variables that can be used to estimate the covariances but not the average (Patton and Timmermann, 2007; Kozak et al., 2020; Harvey et al., 2016).

For a concrete example, suppose we observe $\boldsymbol{W}_{t}$ for $t=t_{0}+1, \ldots, t_{0}+m$ time periods from the drift changing model

$$
\begin{equation*}
\boldsymbol{W}_{t}=\boldsymbol{\mu}_{t}+\boldsymbol{\epsilon}_{t} \tag{6}
\end{equation*}
$$

where $\boldsymbol{\epsilon}_{t} \stackrel{i . i . d}{\sim} N_{n}(\mathbf{0}, \boldsymbol{\Sigma})$. Here, there is a drift in the data generation process over time that does not affect the correlation structures. Let $\boldsymbol{X}$ be a vector from this model from the most recent time period $t_{c}$, i.e., $\boldsymbol{X}=\boldsymbol{\mu}_{t_{c}}+\boldsymbol{\epsilon}_{t_{c}}$ and the goal is to predict $\boldsymbol{Y}=\boldsymbol{\mu}_{t_{c}+1}+\boldsymbol{\epsilon}_{t_{c}+1}$ from the next time period $t_{c}+1$. If the time lag $t_{c}-t_{0}-m$ is large, then $\boldsymbol{\mu}_{t_{c}}$ is much different than $\left\{\boldsymbol{\mu}_{t}: t=t_{0}+1, \ldots, t_{0}+m\right\}$. Most datasets available for research from the industry are of this nature and contain lagged observations, as data from the immediate past reveal current operational strategies. Note that when $t_{c}-t_{0}-m$ and $m$ are both large, it does not benefit us much to use $\boldsymbol{X}$ for estimating $\boldsymbol{\Sigma}$. Thus, we can concentrate on solely using $\left\{\boldsymbol{W}_{t}: t=t_{0}+1, \ldots, t_{0}+m\right\}$ for estimating functionals involving $\boldsymbol{\Sigma}$. However, our predictions for $\boldsymbol{Y}$ will involve $\boldsymbol{X}$ as it contains pivotal information about the current drift $\boldsymbol{\mu}_{t_{c}+1}$. Often, $\left\{\boldsymbol{\mu}_{t}: t_{0} \leq t \leq t_{0}+m\right\}$ can be well-modeled by low-dimensional structures. In these cases, we can easily extract information regarding $\boldsymbol{\Sigma}$ from $\boldsymbol{W}$ so that the extracted information is independent of the $\boldsymbol{\mu}_{t} \mathrm{~s}$.

Consider using $k$ basis functions to model $\boldsymbol{\mu}_{t}$ over time. Let

$$
\boldsymbol{W}_{t}=\boldsymbol{U} \boldsymbol{C}_{t}+\boldsymbol{\Sigma}^{1 / 2} \boldsymbol{\delta}_{t}
$$

where $\boldsymbol{C}_{t}$ is a $k \times 1$ vector of basis coefficients, $\boldsymbol{U} \in \mathbb{R}^{n \times k}$ is the matrix of unknown coefficients, $\boldsymbol{\delta}_{t} \stackrel{i . i . d}{\sim} N_{n}\left(\mathbf{0}, \boldsymbol{I}_{n}\right)$, and $t=t_{0}+1, \ldots, t_{0}+m$. With $\boldsymbol{\mathcal { C }}_{m \times k}=\left(\boldsymbol{C}_{t_{0}+1}, \cdots, \boldsymbol{C}_{t_{0}+m}\right)^{T}$ and the projection matrix $\boldsymbol{P}_{c}=\mathcal{C}\left(\boldsymbol{C}^{T} \mathcal{C}\right)^{-1} \mathcal{C}^{T}$, note that $\boldsymbol{S}=\boldsymbol{W}\left(\boldsymbol{I}_{m}-\boldsymbol{P}_{c}\right) \boldsymbol{W}^{T}$ follows an $n$-dimensional Wishart distribution with degrees of freedom $m_{k}=m-k$ and mean $m_{k} \boldsymbol{\Sigma}$. Here, $m$ is large and $k$ is much smaller than $m$, and so we expect $m_{k} \boldsymbol{\Sigma}$ to be a good approximation to $m \boldsymbol{\Sigma}$. Henceforth, we assume that $\boldsymbol{S}$ follows $\operatorname{Wishart}_{n}(m, \boldsymbol{\Sigma})$. Thus, $\boldsymbol{S}$ contains auxiliary information on $\boldsymbol{\Sigma}$ while $\boldsymbol{X}$ provides primary information on the unknown location $\boldsymbol{\theta}$. Moreover, the prior location $\boldsymbol{\eta}$ can be prefixed to $\boldsymbol{W} \mathcal{C}\left(\boldsymbol{\mathcal { C }}^{T} \mathcal{C}\right)^{-1} C_{\text {new }}$ or to the grand mean across coordinates $n^{-1} \mathbf{1}^{T} \boldsymbol{W} \mathcal{C}\left(\boldsymbol{C}^{T} \mathcal{C}\right)^{-1} C_{\text {new }}$, where $C_{\text {new }}$ is a known vector of basis coefficients. Note that when the covariance is unknown, predictor $\hat{\boldsymbol{q}}$ depends on $\boldsymbol{X}$ as well as $\boldsymbol{S}$. So, the predictive risk in this case is $\mathbb{E}_{\boldsymbol{A} \boldsymbol{X}, \boldsymbol{S}} L_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})$, which reduces to $R_{p}(\boldsymbol{\psi}, \boldsymbol{\Sigma}, \hat{\boldsymbol{q}})=\mathbb{E}_{\boldsymbol{A X}, \boldsymbol{S}} L_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})$, wherein the expectation is taken over the distribution of $\boldsymbol{A} \boldsymbol{X}$ and $\boldsymbol{S}$.

If $\boldsymbol{\Sigma}$ is unstructured, then we need a large $m$ for constructing good estimates of $\boldsymbol{q}_{i}^{\text {Bayes }}$. Such a large repository of covariance information is not always available. However, there exists latent structures in $\boldsymbol{\Sigma}$ which can be exploited to provide efficient prediction rules for moderate $m$. Following Johnstone and Lu (2012), Baik and Silverstein (2006), and Paul and Aue (2014), we consider a spiked covariance structure on the unknown $\boldsymbol{\Sigma}$ with

$$
\begin{equation*}
\boldsymbol{\Sigma}=\sum_{j=1}^{K} \ell_{j} \boldsymbol{p}_{j} \boldsymbol{p}_{j}^{T}+\ell_{0}\left(\boldsymbol{I}_{n}-\sum_{j=1}^{K} \boldsymbol{p}_{j} \boldsymbol{p}_{j}^{T}\right), \tag{7}
\end{equation*}
$$

where $\boldsymbol{p}_{1}, \ldots, \boldsymbol{p}_{K}$ are orthonormal, $\ell_{1}>\cdots>\ell_{K}>\ell_{0}>0$, and the number of spikes $1 \leq K \ll n$. While the presence of (7) in the hierarchical framework of equations (1), (2) and (6) allows efficient prediction for moderate $m$, directly plugging-in estimates of $\boldsymbol{\Sigma}$ in equation (5) will be suboptimal. By Lemma 1, it follows that accurate estimation of the prediction rule would require obtaining consistent estimates of functions $\boldsymbol{a}^{T} G_{r, \alpha, \beta} \boldsymbol{b}$ for arbitrary vectors $\boldsymbol{a}$ and $\boldsymbol{b}$. By using an analysis similar to Karoui and Kösters (2011), it can be shown that in regimes where $n / m \rightarrow \rho>0$, replacing $\boldsymbol{\Sigma}$ by $\boldsymbol{S}$ leads to inconsistent estimation. Even using sample eigen estimates based on the spiked structure in (7) will lead to inconsistency (see Lemma 2 in the following section). To circumvent such inefficiency, we use adjusted unbiased estimates of the eigenvalues and principal eigenvectors of (7), and develop a novel methodology that can conduct uniform estimation of quadratic forms involving smooth functions of $\boldsymbol{\Sigma}$ that appear in equation (5).

## 3. Proposed methodology for disaggregated model

In Section 3.1, we first describe our proposed methodology for the efficient evaluation of the Bayes predictive rules in Lemma 1 and the asymptotic properties of the proposed methodology. Thereafter, in Section 3.2, we discuss the potential improvement in predictive efficiency that can be attained by coordinate-wise shrinkage. When $\boldsymbol{\Sigma}$ is unknown, evaluating (5) based on $\boldsymbol{X}$ and $\boldsymbol{S}$ reduces to estimating the quadratic forms $\boldsymbol{b}^{T} G_{r, \alpha, \beta} \boldsymbol{b}$ uniformly well for all $\tau, \beta$ where $\boldsymbol{b}$ are known vectors on the $n$ dimensional unit sphere $\mathbb{S}_{n-1}$. In the disaggregated model $\boldsymbol{A}=\boldsymbol{I}_{n}$ and so, $G_{r, \alpha, \beta}=H_{r, \alpha, \beta}$ where

$$
H_{r, \alpha, \beta}:=H_{r, \alpha, \beta}(\boldsymbol{\Sigma})=\left(\boldsymbol{\Sigma}^{-1}+\tau^{-1} \boldsymbol{\Sigma}^{-\beta}\right)^{-r} \boldsymbol{\Sigma}^{\alpha} .
$$

When $\boldsymbol{A}$ is a general $p \times n$ rectangular matrix then $G_{r, \alpha, \beta}$ can be expressed in terms of $H_{r, \alpha, \beta}$ as follows

$$
\begin{equation*}
\tau^{-r} G_{r, \alpha, \beta}=\left\{\boldsymbol{A} H_{0, \beta, 0} \boldsymbol{A}^{T}\left[\boldsymbol{A}\left(\tau H_{0, \beta, 0}+H_{0,1,0}\right) \boldsymbol{A}^{T}\right]^{-1} \boldsymbol{A} H_{0,1,0} \boldsymbol{A}^{T}\right\}^{r}\left(\boldsymbol{A} H_{0,1,0} \boldsymbol{A}^{T}\right)^{\alpha} . \tag{8}
\end{equation*}
$$

We describe our procedure first for the simpler case of the disaggregated model which need estimating quadratic forms involving $H_{r, \alpha, \beta}$. Thereafter, we present the case of the aggregated model in Section 4.

### 3.1 Estimation of quadratic forms associated with Bayes predictors

Let the spectral decomposition of $\boldsymbol{S}$ be $\sum_{j=1}^{K} \hat{\ell}_{j} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}$ where $\hat{\boldsymbol{p}}_{j}$ are orthonormal and $\hat{\ell}_{1} \geq$ $\cdots \geq \hat{\ell}_{n}$. For unbiased estimation of the true eigenvalues and principal eigenvectors, we
adjust for the phase transition phenomenon of the eigenvalues (Baik and Silverstein, 2006; Paul, 2007; Onatski, 2012; Benaych-Georges and Nadakuditi, 2012) and eigenvectors of $\boldsymbol{S}$ (Kritchman and Nadler, 2008, 2009; Passemier and Yao, 2012; Passemier et al., 2015), when $n / m \rightarrow \rho>0$ as $n \rightarrow \infty$ and $K$ is fixed. As in Paul (2007) and Onatski (2012), assume the following asymptotic conditions on $\boldsymbol{\Sigma}$ :

A1 Asymptotic regime : Suppose that $\rho_{n}=\frac{n}{m-1} \rightarrow \rho \in(0, \infty)$ as $n \rightarrow \infty$.
A2 Significant spike: Suppose that $\ell_{j}>\ell_{0}(1+\sqrt{\rho})$ for $j=1, \ldots, K$.
We next present unbiased estimates $\left\{\hat{\ell}_{j}^{e}\right\}_{j=0}^{K}$ for the principal eigenvalues $\left\{\ell_{j}\right\}_{j=0}^{K}$ of $\boldsymbol{\Sigma}$. In what follows, if $\left\{R_{n}\right\}$ is a sequence of random variables and $\left\{a_{n}\right\}$ is a sequence of real numbers, then the notation $R_{n}=O_{p}\left(a_{n}\right)$ means that the sequence $\left\{R_{n} / a_{n}\right\}$ is bounded in probability while the notation $R_{n}=o_{p}\left(a_{n}\right)$ means that the sequence $\left\{R_{n} / a_{n}\right\}$ converges to 0 in probability as $n \rightarrow \infty$.

Define

$$
\zeta(x, \rho)=\left[\frac{1-\rho /(x-1)^{2}}{1+\rho /(x-1)}\right]^{1 / 2} \text { with } \zeta_{j}=\zeta\left(\ell_{j} / \ell_{0}, \rho\right)
$$

Recall that under assumptions A1 and A2 the leading eigenvectors and eigenvalues of $\boldsymbol{S}$ have the following properties (Paul, 2007): for $j=1, \ldots, K$,

$$
\begin{equation*}
\hat{\ell}_{j}-\ell_{j}\left(1+\frac{\rho}{\left(\ell_{j} / \ell_{0}-1\right)}\right)=O_{p}\left(n^{-1 / 2}\right), \quad j=1, \ldots, K \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{p}}_{j}=U_{j} \boldsymbol{p}_{j}+\sqrt{1-U_{j}^{2}}\left(I-\boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right) \frac{\varepsilon_{j}}{\sqrt{n-K}}+o_{p}\left(n^{-1 / 2}\right) \text { with } U_{j}=\zeta_{j}+o_{p}\left(n^{-1 / 2}\right) \tag{10}
\end{equation*}
$$

where $\boldsymbol{P}_{K}=\left[\boldsymbol{p}_{1}: \cdots: \boldsymbol{p}_{K}\right], \varepsilon_{j} \sim N\left(0, I_{n-K}\right)$ and the $o_{p}$ term in first identity in equation (10) is in the sense of inner product. We will use these properties to ensure that the quadratic forms of the type $\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}$ are consistently estimated. When $K$, the number of significant spikes, is known, we have efficient estimates $\hat{\ell}_{j}^{e}$ of $\ell_{j}$ for $j=0, \ldots, K$ (Passemier et al., 2017) that involve bias correction of $\hat{\ell}_{j}$ using the approximation properties of equation (9) as follows: Let $\hat{\ell}_{0}=(n-K)^{-1} \sum_{j=K+1}^{n} \hat{\ell}_{j}$ and then for $j=1, \ldots, K$, let $\hat{\ell}_{j}^{\prime}$ be the solution of the following equation (for $x$ )

$$
\hat{\ell}_{j}=\hat{\ell}_{0} \psi\left(x / \hat{\ell}_{0}, \rho_{n}\right)=x\left(1+\frac{\rho_{n}}{x / \hat{\ell}_{0}-1}\right)
$$

Then, the estimates of $\left\{\ell_{j}\right\}_{j=0}^{K}$ are $\left\{\hat{\ell}_{j}^{e}\right\}_{j=0}^{K}$ where

$$
\begin{equation*}
\hat{\ell}_{0}^{\mathrm{e}}=\hat{\ell}_{0}\left(1+\frac{\rho_{n} \hat{\xi}_{0}}{n-K}\right) \tag{11}
\end{equation*}
$$

and for $j=1, \ldots, K$,

$$
\begin{equation*}
\hat{\ell}_{j}^{\mathrm{e}}=\frac{\hat{\ell}_{0}^{\mathrm{e}}}{2}\left[\left(\hat{\ell}_{j} / \hat{\ell}_{0}^{\mathrm{e}}+1-\rho_{n}\right)+\left(\left(\hat{\ell}_{j} / \hat{\ell}_{0}^{\mathrm{e}}+1-\rho_{n}\right)^{2}-4 \hat{\ell}_{j} / \hat{\ell}_{0}^{\mathrm{e}}\right)^{1 / 2}\right] \tag{12}
\end{equation*}
$$

with $\hat{\xi}_{0}=K+\sum_{j=1}^{K}\left(\hat{\ell}_{j}^{\prime} / \hat{\ell}_{0}-1\right)^{-1}$. Now, consider the following as an estimate for $H_{r, \alpha, \beta}$ :

$$
\begin{align*}
& \hat{H}_{r, \alpha, \beta}=\sum_{j=1}^{K} \frac{1}{\hat{\zeta}_{j}^{2}}\left(h_{r, \alpha, \beta}\left(\hat{\ell}_{j}^{\mathrm{e}}\right)-h_{r, \alpha, \beta}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)\right) \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}+h_{r, \alpha, \beta}\left(\hat{\ell}_{0}^{\mathrm{e}}\right) \boldsymbol{I} \\
& =\sum_{j=1}^{K}\left[\frac{1}{\hat{\zeta}_{j}^{2}} h_{r, \alpha, \beta}\left(\hat{\ell}_{j}^{\mathrm{e}}\right)+\left(1-\frac{1}{\hat{\zeta}_{j}^{2}}\right) h_{r, \alpha, \beta}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)\right] \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}+h_{r, \alpha, \beta}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)\left(\boldsymbol{I}-\sum_{j=1}^{K} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}\right),( \tag{13}
\end{align*}
$$

where $h_{r, \alpha, \beta}(x)=\left(x^{-1}+\tau^{-1} x^{-\beta}\right)^{-r} x^{\alpha}$ is the scalar version of $H_{r, \alpha \cdot \beta}, \hat{\zeta}_{j}=\zeta\left(\hat{\ell}_{j}^{e} / \hat{\ell}_{0}^{\mathrm{e}}, \rho_{n}\right)$, $\hat{\ell}_{0}^{e}, \hat{\ell}_{j}^{e}$ are from equations (11), (12) respectively, and $\hat{\boldsymbol{p}}_{j}$ are from equation (10). A key aspect regarding the estimates $\hat{H}_{r, \alpha, \beta}$ in equation (13) is that they not only involve asymptotic adjustments to the sample eigenvalues through equations (11) and (12) but also use the phase transition phenomenon of the sample eigenvectors to appropriately adjust them through $\hat{\zeta}_{j}$ and equation (10).

The following condition ensures that the results on the behavior of the Bayes predictors and their estimated versions remain valid uniformly over a collection of hyper-parameters.

A3 $\tau \in \boldsymbol{T}_{0}$ and $\beta \in \boldsymbol{B}_{0}$ where $\boldsymbol{T}_{0}$ and $\boldsymbol{B}_{0}$ are compact subsets of $(0, \infty)$ and $[0, \infty)$, respectively.

Notice that A3 implies in particular that $\tau_{0} \leq \tau<\infty$ for some $\tau_{0}>0$. For any fixed $c>0$, let $\mathcal{B}$ denote a collection of $O\left(n^{c}\right)$ unit vectors on the $n$ dimensional unit sphere $\mathbb{S}_{n-1}$. For the disaggregated model, Theorem 1A proves the asymptotic consistency of $\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b}$ uniformly over the hyper-parameters $(\tau, \beta)$ and known vectors $\boldsymbol{b} \in \mathcal{B}$.

Theorem 1A (Asymptotic consistency of $\left.\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b}\right)$. Under assumptions A1, A2, and $\boldsymbol{A} 3$, uniformly over $\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}$ and $\boldsymbol{b} \in \mathcal{B}$ with $\|\boldsymbol{b}\|_{2}=1$, we have, for all $(r, \alpha) \in$ $\{-1,0,1\} \times \mathbb{R}$,

$$
\sup _{\tau \in \boldsymbol{T}_{\mathbf{0}}, \beta \in \boldsymbol{B}_{0}, \boldsymbol{b} \in \mathcal{B}}\left|\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b}-\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}\right|=O_{p}\left(\sqrt{\frac{\log n}{n}}\right)
$$

where the dependence of $H_{r, \alpha, \beta}$ on $\tau$ has been kept implicit for notational ease.
For developing the above consistent estimators, it is important to use adjusted estimates $\hat{\ell}_{j}^{e}$ instead of the sample estimates $\hat{\ell}_{j}$ in equation (13). Consider the unadjusted estimator $\hat{\boldsymbol{\Sigma}}_{\text {un }}$ that uses the spiked structure in (7) but unadjusted eigenvalues, and the subsequent estimator

$$
\hat{H}_{r, \alpha, \beta}^{\mathrm{un}}=\left(\hat{\boldsymbol{\Sigma}}_{\mathrm{un}}^{-1}+\tau^{-1} \hat{\boldsymbol{\Sigma}}_{\mathrm{un}}^{-\beta}\right)^{-r} \hat{\boldsymbol{\Sigma}}_{\mathrm{un}}^{\alpha}, \text { where, } \hat{\boldsymbol{\Sigma}}_{\mathrm{un}}=\sum_{j=1}^{K} \hat{\ell}_{j} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}+\hat{\ell}_{0}\left(\boldsymbol{I}-\sum_{j=1}^{K} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}\right) .
$$

The following result shows that such estimates of $\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}$ are inefficient.
Lemma 2 (Inconsistency of spiked covariance based unadjusted estimators). Under assumptions A1, A2 and A3, for any b with $\liminf _{n \rightarrow \infty} \max _{j=1, \ldots, K}\left|\boldsymbol{b}^{T} \boldsymbol{p}_{j}\right|>0$ we have, $\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta}^{\mathrm{un}} \boldsymbol{b}-\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b} \stackrel{p}{\rightarrow} 0$.

An important consequence of Theorem 1 A is that it allows us, almost immediately, to construct an efficient evaluation scheme for the Bayes predictive rule in Lemma 1 under the disaggregated model as follows:

Definition 1 (Predictive rule in disaggregated model). Under the hierarchical model of equations (1) and (2), the proposed predictive rule for the disaggregated model is given by $\hat{q}^{\mathrm{S}}$ which is defined as

$$
\begin{equation*}
\hat{q}_{i}^{\mathbf{S}}(\boldsymbol{X} \mid \boldsymbol{S}, \tau, \beta)=\boldsymbol{e}_{i}^{T} \boldsymbol{\eta}_{0}+\boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta}\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right)+\hat{\mathcal{F}}_{i}^{\text {loss }}(\boldsymbol{S}, \tau, \beta) \tag{14}
\end{equation*}
$$

where
$\hat{\mathcal{F}}_{i}^{\text {loss }}(\boldsymbol{S}, \tau, \beta)= \begin{cases}\Phi^{-1}\left(\tilde{b}_{i}\right)\left(\boldsymbol{e}_{i}^{T} \hat{H}_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} \hat{H}_{0,1,0} \boldsymbol{e}_{i}\right)^{1 / 2}, & \text { for generalized absolute loss } \\ -\frac{a_{i}}{2}\left(\boldsymbol{e}_{i}^{T} \hat{H}_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} \hat{H}_{0,1,0} \boldsymbol{e}_{i}\right), & \text { for Linex loss } \\ 0, & \text { for quadratic loss }\end{cases}$
and $\tilde{b}_{i}=b_{i} /\left(b_{i}+h_{i}\right)$.
Note that $\hat{\boldsymbol{q}}^{\mathrm{S}}$ is a shrinkage rule that estimates the Bayes predictive rules in Lemma 1 under the disaggregated model by replacing the quadratic forms $\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}$ by their consistent estimates $\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b}$ from equation (13). Note that the second term in equation (14), which is of the form $\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{c}$ (where $\boldsymbol{b}, \boldsymbol{c}$ are unit vectors), can also be written as a difference of two quadratic forms $(1 / 4)\left\{(\boldsymbol{b}+\boldsymbol{c})^{T} H_{r, \alpha, \beta}(\boldsymbol{b}+\boldsymbol{c})-(\boldsymbol{b}-\boldsymbol{c})^{T} H_{r, \alpha, \beta}(\boldsymbol{b}-\boldsymbol{c})\right\}$, and Theorem 1A can be directly applied to yield Lemma 3 which provides decision theoretic guarantees on the predictors. It shows that uniformly over $(\tau, \beta)$ the largest coordinate-wise gap between $\hat{\boldsymbol{q}}^{\text {S }}$ and $\boldsymbol{q}^{\text {Bayes }}$ is asymptotically small.

Lemma 3. Under assumptions A1, $\boldsymbol{A} \boldsymbol{2}$ and $\boldsymbol{A}$ 3, uniformly over $\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}$, for all $(r, \alpha) \in\{-1,0,1\} \times \mathbb{R}$, we have, conditionally on $\boldsymbol{X}$,

$$
\frac{\sup _{\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}}\left\|\hat{\boldsymbol{q}}^{\mathrm{S}}(\boldsymbol{X} \mid \boldsymbol{S}, \tau, \beta)-\boldsymbol{q}^{\text {Bayes }}(\boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)\right\|_{\infty}}{\left\|\boldsymbol{X}-\boldsymbol{\eta}_{0}\right\|_{2} \vee 1}=O_{p}\left(\sqrt{\frac{\log n}{n}}\right) .
$$

While $\hat{\boldsymbol{q}}^{\text {S }}$ is an asymptotically unbiased approximation to $\boldsymbol{q}^{\text {Bayes }}$, the average $L_{2}$ distance between $\hat{\boldsymbol{q}}^{\mathrm{S}}$ and $\boldsymbol{q}^{\text {Bayes }}$ is a non-trivial quantity due to the intrinsic variability in $\boldsymbol{X}$. In the following subsection, we introduce our Coordinate-wise Adaptive Shrinkage Prediction rule, CASP, that relies on data-driven adaptive shrinkage factors to reduce the marginal variability of $\hat{\boldsymbol{q}}^{\mathrm{S}}$ for any fixed $\boldsymbol{S}$, and minimizes the squared error of the predictors from $q^{\text {Bayes }}$.

### 3.2 Improved predictive efficiency by coordinate-wise shrinkage

We introduce a class of coordinate-wise shrinkage predictive rules that includes $\hat{\boldsymbol{q}}^{\mathrm{S}}$ as a special case.

Definition 2 (Class of coordinate-wise shrinkage predictive rules). Consider a class of coordinate-wise shrinkage predictive rules $\mathcal{Q}^{\text {cs }}=\left\{\hat{q}_{i}^{c s}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}, \tau, \beta\right) \mid f_{i} \in \mathbb{R}_{+}, \tau \in \boldsymbol{T}_{0}, \beta \in\right.$ $\left.\boldsymbol{B}_{0}\right\}$ where

$$
\hat{q}_{i}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}, \tau, \beta\right)=\boldsymbol{e}_{i}^{T} \boldsymbol{\eta}_{0}+f_{i} \boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta}\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right)+\hat{\mathcal{F}}_{i}^{\mathrm{loss}}(\boldsymbol{S}, \tau, \beta)
$$

with $\hat{\mathcal{F}}_{i}^{\text {loss }}(\boldsymbol{S}, \tau, \beta)$ as defined in Definition 1 and $f_{i} \in \mathbb{R}_{+}$is a shrinkage factor depending only on $\boldsymbol{S}$.

The class $\mathcal{Q}^{\text {cs }}$ represents a wider class of predictive rules when compared to the linear functional form of the Bayes rule. In particular, it includes $\hat{\boldsymbol{q}}^{S}$ from definition 1 when $f_{i}=1$ for all $i$. The coordinate-wise shrinkage factors $f_{i}$ do not depend on $\boldsymbol{X}$ but only on $\boldsymbol{S}$, and their role lies in reducing the marginal variability of the predictive rule as demonstrated in Lemma 4 below.

Lemma 4. Suppose that assumptions A1, A2 and A3 hold. Under the hierarchical model of equations (1) and (2), as $n \rightarrow \infty$,
(a) $\mathbb{E}\left\{\left(\hat{q}_{i}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}, \tau, \beta\right)-q_{i}^{\text {Bayes }}(\boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)\right)^{2}\right\}$ is minimized at

$$
f_{i}^{\mathrm{OR}}=\frac{\boldsymbol{e}_{i}^{T} U(\boldsymbol{\Sigma}) \boldsymbol{e}_{i}}{\boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) \hat{H}_{1,-1, \beta} \boldsymbol{e}_{i}}+O_{p}\left(\sqrt{\frac{\log n}{n}}\right)
$$

where $U(\boldsymbol{\Sigma}):=H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}, \mathcal{J}(\boldsymbol{\Sigma}):=\boldsymbol{\Sigma}+\tau \boldsymbol{\Sigma}^{\beta}$ and the expectation is taken with respect to the marginal distribution of $\boldsymbol{X}$ with $\boldsymbol{S}$ fixed.
(b) For any fixed $\tau, \beta$, with probability 1,

$$
\limsup _{n \rightarrow \infty} \max _{1 \leq i \leq n} f_{i}^{\mathrm{OR}} \leq 1
$$

Moreover, let $\mathcal{M}=\left\{1 \leq i \leq n:\left\|\boldsymbol{P}_{K} \boldsymbol{e}_{i}\right\|_{2}>0\right\}$, where $\boldsymbol{P}_{K}$ denotes the $K$-dimensional projection matrix associated with the $K$ spiked eigenvalues of $\boldsymbol{\Sigma}$. Then, with $j(x):=$ $x+\tau x^{\beta}$ as the scalar version of $\mathcal{J}(\boldsymbol{\Sigma})$, we have
$\max _{i \in \mathcal{M}} f_{i}^{\mathrm{OR}} \leq \max _{i \in \mathcal{M}} \frac{\boldsymbol{e}_{i}^{T} U(\boldsymbol{\Sigma}) \boldsymbol{e}_{i}}{\boldsymbol{e}_{i}^{T} U(\boldsymbol{\Sigma}) \boldsymbol{e}_{i}+j\left(\ell_{0}\right)\left\{h_{1,-1, \beta}\left(\ell_{K}\right)-h_{1,-1, \beta}\left(\ell_{0}\right)\right\}^{2}\left\|\boldsymbol{P}_{K} \boldsymbol{e}_{i}\right\|_{2}^{2}}+O_{p}\left(\sqrt{\frac{\log n}{n}}\right)$,
so that the leading term on the right hand side is less than 1.
(c) Also, for any fixed $\tau$ and $\beta$, we have with probability 1:

$$
\liminf _{n \rightarrow \infty} \frac{\mathbb{E}\left\|\hat{\boldsymbol{q}}^{\mathrm{S}}(\boldsymbol{X} \mid \boldsymbol{S}, \tau, \beta)-\boldsymbol{q}^{\text {Bayes }}(\boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)\right\|_{2}^{2}}{\mathbb{E}\left\|\hat{\boldsymbol{q}}^{\mathrm{cs}}\left(\boldsymbol{X} \mid \boldsymbol{S}, \boldsymbol{f}^{\mathrm{OR}}, \tau, \beta\right)-\boldsymbol{q}^{\text {Bayes }}(\boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)\right\|_{2}^{2}} \geq 1
$$

where the expectations are taken with respect to the marginal distribution of $\boldsymbol{X}$ with $\boldsymbol{S}$ fixed.

Lemma 4 is proved in Appendix A.7. An interesting point to note about the proof of statement (a) of the lemma is that minimizing the squared error essentially reduces to minimizing the variability of $\hat{\boldsymbol{q}}^{\text {cs }}$ as any member in $\mathcal{Q}^{\text {cs }}$ has asymptotically negligible bias. The optimal variance is attained by the oracle shrinkage factors $f_{i}^{\mathrm{OR}}$ which assume the knowledge of $H_{1,-1, \beta}$ and $\mathcal{J}(\boldsymbol{\Sigma})$. Statement (b) shows that these shrinkage factors lie in $[0,1]$. It also shows that some of them are actually quite different from 1 . Thus, the resulting coordinate-wise shrunken oracle prediction rule greatly differs from $\hat{\boldsymbol{q}}^{S}$. Indeed, statement (b) shows that if the eigenvectors of $\boldsymbol{\Sigma}$ are relatively sparse, so that for a small number of coordinates $i$, the quantities $\left\|\boldsymbol{P}_{K} \boldsymbol{e}_{i}\right\|_{2}$ are positive (and relatively large), then the shrinkage factor $f_{i}^{O R}$ for the corresponding coordinates can be significantly smaller than 1 . Statement (c) trivially follows from (b) and guarantees that $\hat{\boldsymbol{q}}^{\text {cs }}$ constructed based on the oracle shrinkage factors $f_{i}^{\mathrm{OR}}$ are at least as good as $\hat{\boldsymbol{q}}^{\mathrm{S}}$ in terms of squared error distance from the true $\boldsymbol{q}^{\text {Bayes }}$ predictor. However, as $\boldsymbol{\Sigma}$ is unknown, $f_{i}^{\text {OR }}$ cannot be computed in practice. Theorem 1A allows us to estimate the oracle shrinkage factors consistently and those estimates form a key ingredient in our proposed predictive rule CASP in Definition 3 below.

Definition 3 (CASP). The coordinate-wise adaptive shrinkage prediction rule is given by $\hat{\boldsymbol{q}}^{\text {casp }} \in \mathcal{Q}^{\text {cs }}$ with $f_{i}=\hat{f}_{i}^{\text {prop }}$ where

$$
\hat{f}_{i}^{\text {prop }}=\frac{\boldsymbol{e}_{i}^{T} \tau \hat{H}_{1, \beta-1, \beta} \boldsymbol{e}_{i}}{\boldsymbol{e}_{i}^{T} \hat{R} \boldsymbol{e}_{i}}
$$

and

$$
\hat{R}=\tau \hat{H}_{1, \beta-1, \beta}+j\left(\hat{\ell}_{0}^{e}\right) \sum_{j=1}^{K} \hat{\zeta}_{j}^{-4}\left\{h_{1,-1, \beta}\left(\hat{\ell}_{j}^{\mathrm{e}}\right)-h_{1,-1, \beta}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)\right\}^{2} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T},
$$

with $j(x):=x+\tau x^{\beta}$ as the scalar version of $\mathcal{J}(\boldsymbol{\Sigma})$.
Unlike the numerator, the denominator in $f_{i}^{\text {OR }}$ is not linear in $H_{r, \alpha, \beta}$ and estimating it with desired precision involves second order terms in $\hat{R}$. Lemma 5 below shows that indeed $\hat{f}_{i}^{\text {prop }}$ is a consistent estimator of $f_{i}^{\mathrm{OR}}$ under our hierarchical model.
Lemma 5. Under the hierarchical model of equations (1) and (2),

$$
\sup _{1 \leq i \leq n}\left|\hat{f}_{i}^{\text {prop }}-f_{i}^{\mathrm{OR}}\right|=O_{p}\left(\sqrt{\frac{\log n}{n}}\right) .
$$

Using lemmata 4 (a) and 5, Theorem 2A below guarantees the oracle optimality of $\hat{\boldsymbol{q}}^{\text {casp }}$ in the class $\mathcal{Q}^{\text {cs }}$ in the sense that the shrinkage factors $\hat{f}_{i}^{\text {prop }}$ reduce the squared error between CASP and the Bayes predictive rule as much as the oracle shrinkage factors $f_{i}^{\mathrm{OR}}$ would for any predictive rule in the class $\mathcal{Q}^{\text {cs }}$. Proofs of Lemma 5 and Theorem 2A are provided in appendices A. 7 and A.8, respectively.
Theorem 2A (Oracle optimality of CASP). Under assumptions A1, A2 and A3, and the hierarchical model of equations (1) and (2), we have, conditionally on $\boldsymbol{X}$,

$$
\sup _{\tau \in \boldsymbol{T}_{0}, \beta \in B_{0}} \frac{\left\|\hat{\boldsymbol{q}}^{\text {casp }}\left(\boldsymbol{X} \mid \boldsymbol{S}, \hat{\boldsymbol{f}}^{\text {prop }}, \tau, \beta\right)-\hat{\boldsymbol{q}}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, \boldsymbol{f}^{\mathrm{OR}}, \tau, \beta\right)\right\|_{2}^{2}}{\left\|\hat{\boldsymbol{q}}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, \boldsymbol{f}^{\mathrm{OR}}, \tau, \beta\right)-\boldsymbol{e}_{i}^{T} \boldsymbol{\eta}_{0}\right\|_{2}^{2}}=O_{p}(\log n / n)
$$

### 3.3 Calibration of the tuning parameters

For estimating $K$ we use the procedure described in Kritchman and Nadler (2009) that estimates $K$ through a sequence of hypothesis tests, determining at each step whether the $k^{t h}$ sample eigenvalue came from a spike. To estimate the prior hyper-parameters $(\tau, \beta)$, we first note that marginally $\boldsymbol{X} \sim N_{n}\left(\boldsymbol{\eta}_{0}, \mathcal{J}(\boldsymbol{\Sigma})\right)$. Let $\mathcal{J}_{\text {inv }}(\boldsymbol{\Sigma})=\left(\boldsymbol{\Sigma}+\tau \boldsymbol{\Sigma}^{\boldsymbol{\beta}}\right)^{-1}$. Our scheme for choosing $(\tau, \beta)$ is based on an empirical Bayes approach wherein we maximize the marginal likelihood of $\boldsymbol{X}$ with respect to $(\tau, \beta)$ with $\mathcal{J}(\boldsymbol{\Sigma})$ and $\mathcal{J}_{\text {inv }}(\boldsymbol{\Sigma})$ replaced by their estimates $\hat{\mathcal{J}}=\tau \hat{H}_{-1,1+\beta, \beta}$ and $\hat{\mathcal{J}}_{\text {inv }}=\tau^{-1} \hat{H}_{1,-1-\beta, \beta}$ respectively. In particular an estimate of $(\tau, \beta)$ is given by

$$
\begin{equation*}
(\hat{\tau}, \hat{\beta})=\underset{\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}}{\arg \max }-0.5 \log |\hat{\mathcal{J}}|-0.5\left(\boldsymbol{x}-\boldsymbol{\eta}_{0}\right)^{T} \hat{\mathcal{J}}_{\text {inv }}\left(\boldsymbol{x}-\boldsymbol{\eta}_{0}\right) . \tag{15}
\end{equation*}
$$

To facilitate implementation, the maximization in equation (15) is conducted numerically over a bounded interval $\left[\tau_{\mathrm{l}}, \tau_{\mathrm{ub}}\right] \times\left[\beta_{\mathrm{lb}}, \beta_{\mathrm{ub}}\right]$ where, in most practical applications, prior knowledge dictates the lower ( $\tau_{\mathrm{lb}}, \beta_{\mathrm{lb}}$ ) and upper bounds ( $\tau_{\mathrm{ub}}, \beta_{\mathrm{ub}}$ ) of the above intervals. In the simulations and real data examples of Sections 5 and 6 , we use the above scheme to estimate $(\tau, \beta)$.

## 4. Methodology for the aggregated model

Recall that under the aggregated model equation (8) expresses $G_{r, \alpha, \beta}$ in terms of $H_{r, \alpha, \beta}$. To estimate $G_{r, \alpha, \beta}$ in this setting, we adopt the substitution principle and construct the following estimates of $G_{r, \alpha, \beta}$

$$
\begin{aligned}
\hat{G}_{0,1,0} & =\boldsymbol{A} \hat{H}_{0,1,0} \boldsymbol{A}^{T} \\
\hat{G}_{1,0, \beta} & =\tau \boldsymbol{A} \hat{H}_{0, \beta, 0} \boldsymbol{A}^{T}\left[\boldsymbol{A}\left(\tau \hat{H}_{0, \beta, 0}+\hat{H}_{0,1,0}\right) \boldsymbol{A}^{T}\right]^{-1} \boldsymbol{A} \hat{H}_{0,1,0} \boldsymbol{A}^{T} \\
\hat{G}_{1,-1, \beta} & =\tau \boldsymbol{A} \hat{H}_{0, \beta, 0} \boldsymbol{A}^{T}\left[\boldsymbol{A}\left(\tau \hat{H}_{0, \beta, 0}+\hat{H}_{0,1,0}\right) \boldsymbol{A}^{T}\right]^{-1},
\end{aligned}
$$

which appear in the functional form of CASP for aggregated models in Definition 4 below. Our main focus in the rest of this section is to show that when $p$, the dimension of the aggregated space, is small compared to the dimension $n$ of the observation space, and auxiliary data are available to estimate $\boldsymbol{\Sigma}$, the simple substitution rule described above can be still very effective. Accordingly, we make the following assumption:

A4 Aggregation matrix: Suppose $p=o(n)$ and $\boldsymbol{A} \in \mathbb{R}^{p \times n}$ is such that the matrix $\boldsymbol{A} \boldsymbol{A}^{T}$ is invertible and has uniformly bounded condition number even as $p, n \rightarrow \infty$.

Definition 4 (CASP for aggregated models). For any fixed $\boldsymbol{A}$ obeying assumption $\boldsymbol{A} 4$, consider a class of coordinate-wise shrinkage predictive rules $\mathcal{Q}_{\boldsymbol{A}}^{\text {cs }}=\left\{\hat{q}_{i}^{c s}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{S}, f_{i}, \tau, \beta\right) \mid f_{i} \in\right.$ $\left.\mathbb{R}_{+}, \tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}\right\}$ where

$$
\hat{q}_{i}^{\text {cs }}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{S}, f_{i}, \tau, \beta\right)=\boldsymbol{e}_{i}^{T} \boldsymbol{A} \boldsymbol{\eta}_{0}+f_{i} \boldsymbol{e}_{i}^{T} \hat{G}_{1,-1, \beta} \boldsymbol{A}\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right)+\hat{\mathcal{F}}_{i}^{\text {loss }}(\boldsymbol{S}, \boldsymbol{A}, \tau, \beta),
$$

and $\hat{\mathcal{F}}_{i}^{\text {loss }}(\boldsymbol{S}, \boldsymbol{A}, \tau, \beta)$ are the estimates of $\mathcal{F}_{i}^{\text {loss }}(\boldsymbol{\Sigma}, \boldsymbol{A}, \tau, \beta)$ as defined in Lemma 1 with $G_{r, \alpha, \beta}$ replaced by $\hat{G}_{r, \alpha, \beta}$ and $f_{i} \in \mathbb{R}_{+}$are shrinkage factors depending only on $\boldsymbol{S}$ and $\boldsymbol{A}$. The
coordinate-wise adaptive shrinkage predictive rule for the aggregated model is given by $\hat{\boldsymbol{q}}^{\text {casp }} \in$ $\mathcal{Q}_{\boldsymbol{A}}^{\text {cs }}$ with $f_{i}=\hat{f}_{i}^{\text {prop }}$ where

$$
\hat{f}_{i}^{\text {prop }}=\frac{\boldsymbol{e}_{i}^{T} \hat{\mathcal{N}} \boldsymbol{e}_{i}}{\boldsymbol{e}_{i}^{T} \hat{D} \boldsymbol{e}_{i}}
$$

and

$$
\begin{aligned}
\hat{\mathcal{N}} & =\tau \hat{G}_{1,-1, \beta} \boldsymbol{A} \hat{H}_{-1,1+\beta, \beta} \boldsymbol{A}^{T} \hat{G}_{1,-1, \beta} \\
\hat{D} & =\hat{\mathcal{N}}+j\left(\hat{\ell}_{0}^{\mathrm{e}}\right) \sum_{j=1}^{K} \hat{\zeta}_{j}^{-4}\left(h_{1,-1, \beta}\left(\hat{\ell}_{j}^{e}\right)-h_{1,-1, \beta}\left(\hat{\ell}_{0}^{e}\right)\right)^{2} \boldsymbol{A} \hat{\boldsymbol{p}}_{j}\left(\boldsymbol{A} \hat{\boldsymbol{p}}_{j}\right)^{T}
\end{aligned}
$$

with $j(x):=x+\tau x^{\beta}$ as the scalar version of $\mathcal{J}(\boldsymbol{\Sigma})$.
The substitution principle discussed above is based on consistently measuring the principal eigen values and eigen vectors of $\boldsymbol{\Sigma}$ in (7) using equations (9) to (12). Next, we establish the analogue of Theorem 1A for this setup. The proof is much more complicated, as for a general $\boldsymbol{A}$, the expression in the posterior covariances loses commutativity in multiplicative operations between $\boldsymbol{A}$ and $\boldsymbol{\Sigma}$. The result is that for quadratic form estimation, we need to be precise in tackling the distortion in the spectrum of the posterior variance due to the presence of the linear aggregation matrix $\boldsymbol{A}$. We show that the substitution principle, which avoids higher order corrections, is asymptotically consistent, and as good as in the setting of known $\boldsymbol{\Sigma}$, when $p=O(\sqrt{n})$, which is a scenario encountered in many practical applications. However, if $n^{-1 / 2} p \rightarrow \infty$, the approximation error for the substitution rule is suboptimal due to the cost of inversion paid by the simple substitution rule.

Theorem 1B (Asymptotic consistency of $\left.\boldsymbol{b}^{T} \hat{G}_{r, \alpha, \beta} \boldsymbol{b}\right)$. Under assumptions A1, A2, A3 and $\boldsymbol{A} 4$, uniformly over $\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}$ and $\boldsymbol{b} \in \mathcal{B}$ with $\|\boldsymbol{b}\|_{2}=1$, we have for all $(r, \alpha) \in\{-1,0,1\} \times \mathbb{R}$

$$
\sup _{\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}, \boldsymbol{b} \in \mathcal{B}}\left|\boldsymbol{b}^{T} \hat{G}_{r, \alpha, \beta} \boldsymbol{b}-\boldsymbol{b}^{T} G_{r, \alpha, \beta} \boldsymbol{b}\right|=O_{p}\left\{\max \left(\frac{p}{n}, \sqrt{\frac{\log n}{n}}\right)\right\},
$$

where the dependence of $G_{r, \alpha, \beta}$ on $\tau$ has been kept implicit for notational ease.
Theorem 2B (Oracle optimality of CASP). Under assumptions A1, A2, A3 and A4, and the hierarchical model of equations (1) and (2), we have, conditionally on $\boldsymbol{X}$,

$$
\sup _{\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}} \frac{\left\|\hat{\boldsymbol{q}}^{\mathrm{casp}}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{S}, \hat{\boldsymbol{f}}^{\text {prop }}, \tau, \beta\right)-\hat{\boldsymbol{q}}^{\mathrm{cs}}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{S}, \boldsymbol{f}^{\mathrm{OR}}, \tau, \beta\right)\right\|_{2}^{2}}{\left\|\hat{\boldsymbol{q}}^{\mathrm{cs}}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{S}, \boldsymbol{f}^{\mathrm{OR}}, \tau, \beta\right)-\boldsymbol{e}_{i}^{T} \boldsymbol{A} \boldsymbol{\eta}_{0}\right\|_{2}^{2}}=O_{p}\left\{\max \left(\left(\frac{p}{n}\right)^{2}, \frac{\log n}{n}\right)\right\} .
$$

Using Theorem 2B, we show that in the aggregated model too the data driven adaptive shrinkage factors $\hat{f}_{i}^{\text {prop }}$ continue to guarantee the oracle optimality of $\hat{\boldsymbol{q}}^{\text {casp }}$ in the class $\mathcal{Q}_{\boldsymbol{A}}^{\text {cs }}$. For the proofs of Theorem 1B and 2B, we refer the reader to appendices A. 4 and A.8, respectively.

Remark 1. On the uncertainty in estimating $K$ - For estimating the number of spikes in equation (7), we use the procedure in Kritchman and Nadler (2009). Theorem 5 of Kritchman and Nadler (2009) shows that if the level parameter $\alpha_{m} \downarrow 0$ as $m \uparrow \infty$ such that the $\left(1-\alpha_{m}\right)$ th quantile of the Tracy-Widom distribution diverges at a rate slower than $\sqrt{m}$, then $P(\hat{K}=K) \rightarrow 0$ as $m \rightarrow \infty$. By this result, Theorems 1A, 1B, 2A and 2B which involve convergence in probability, easily extend to scenarios where $K$ is unknown and is estimated from the data using $\alpha_{m}$ as prescribed in Theorem 5 of Kritchman and Nadler (2009).

Remark 2. Implementation and $\mathbf{R}$ package casp - The $R$ package casp has been developed to implement our proposed CASP methodology in aggregated as well as disaggregated prediction problems. It is publicly available at the following GitHub repository: https://github.com/trambakbanerjee/casp. For estimating the prior hyper-parameters $(\tau, \beta)$ and the number of spikes $K$, the approach described in Section 3.3 is followed.

## 5. Simulation studies

In this section we asses the predictive performance of CASP across a wide range of simulation experiments. We consider four competing predictive rules that use different methodologies to estimate $\boldsymbol{\Sigma}$ and thereafter plug-in their respective estimates of $\boldsymbol{\Sigma}$ in the Bayes predictive rule of Lemma 1. In what follows, we briefly discuss these competing methods for estimating $\Sigma:$

1. $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ - the predictive rule that uses the bi-cross-validation approach of Owen and Wang (2016) which, under a heteroscedastic factor model structure, first estimates the number of factors, then constructs an estimate $\boldsymbol{S}^{\mathrm{Bcv}}$ of $\boldsymbol{\Sigma}$ and finally plugs-in $\boldsymbol{S}^{\mathrm{Bcv}}$ in the Bayes predictive rule of Lemma 1. We use the implementation available in the R package esaBcv for our simulations.
2. $\hat{\boldsymbol{q}}^{\text {Fact }}$ - the predictive rule that uses the FactMLE algorithm of Khamaru and Mazumder (2019) to obtain an estimate $\boldsymbol{S}^{\mathrm{Fact}}$ of $\boldsymbol{\Sigma}$ by formulating the low rank maximum likelihood Factor Analysis problem as a non-linear, non-smooth semidefinite optimization problem. The implementation of the FactMLE algorithm is available in the R package FACTMLE wherein we use an estimate $\hat{K}$ of $K$ as discussed in Section 4.
3. $\hat{\boldsymbol{q}}^{\text {Poet }}$ - the predictive rule that uses the approach of Fan et al. (2013) to obtain $\boldsymbol{S}^{\text {Poet }}$ by first retaining the first $\hat{K}$ principal components of $\boldsymbol{S}$ and then uses a thresholding procedure on the remaining sample covariance matrix $\boldsymbol{S}$. The implementation of this approach is available in the R-package POET where $\hat{K}$ is an estimate of the number of spikes from Section 4.
4. $\hat{\boldsymbol{q}}^{\text {Naive }}$ - the Naive predictive rule which first estimates the number of spikes $\hat{K}$ from the data, reconstructs the sample covariance matrix $\boldsymbol{S}^{\text {Naive }}$ from the leading $\hat{K}$ eigenvalues and eigenvectors of $\boldsymbol{S}$, and finally plugs in $\boldsymbol{S}^{\mathrm{Naive}}$ in place of $\boldsymbol{\Sigma}$ in the Bayes predictive rule $\boldsymbol{q}^{\text {Bayes }}$ in Lemma 1.

To assess the performance of various predictive rules, we calculate a relative estimation error (REE) which is defined as

$$
\operatorname{REE}(\hat{\boldsymbol{q}})=\frac{R_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})-R_{p}\left(\boldsymbol{\psi}, \boldsymbol{q}^{\text {Bayes }}\right)}{R_{p}\left(\boldsymbol{\psi}, \hat{\boldsymbol{q}}^{\mathrm{S}}\right)-R_{p}\left(\boldsymbol{\psi}, \boldsymbol{q}^{\text {Bayes }}\right)},
$$

where for any prediction rule $\hat{\boldsymbol{q}}$ of $\boldsymbol{\psi}=\boldsymbol{A} \boldsymbol{\theta}, R_{p}(\boldsymbol{\psi}, \hat{\boldsymbol{q}})$ is the predictive risk of $\hat{\boldsymbol{q}}$ as discussed in Section 2.3, $\hat{\boldsymbol{q}}^{\mathrm{S}}$ is CASP with shrinkage factors $f_{i}=1$ for all $i$ and $\boldsymbol{q}^{\text {Bayes }}$ is the Bayes predictive rule based on the knowledge of unknown $\boldsymbol{\Sigma}$. A value of REE larger than 1 implies poorer prediction performance of $\hat{\boldsymbol{q}}$ relative to $\hat{\boldsymbol{q}}^{\text {S }}$ whereas a value smaller than 1 implies a better prediction performance. In particular, REE allows us to quantify the relative advantage of using coordinate wise adaptive shrinkage in our proposed predictive rule $\hat{\boldsymbol{q}}^{\text {casp }}$.

The R scripts that reproduce the results of our numerical experiments in Sections 5.1 to 5.3 are available at https://github.com/trambakbanerjee/CASP_paper.

### 5.1 Experiment 1

In the setup of experiment 1 we investigate the prediction performance of the five predictive rules under the disaggregated model $\left(\boldsymbol{A}=\boldsymbol{I}_{n}\right)$ and sample $\boldsymbol{\theta}$ from an $n=200$ variate Gaussian distribution with mean vector $\boldsymbol{\eta}_{0}=\mathbf{0}$ and covariance $\tau \boldsymbol{\Sigma}^{\beta}$. We impose a spike covariance structure on $\boldsymbol{\Sigma}$ with $K=10$ spikes under the following two scenarios with $l_{0}$ fixed at 1 .

- Scenario 1: we consider the generalized absolute loss function in equation (3) with $b_{i}$ sampled uniformly between $(0.9,0.95), h_{i}=1-b_{i}$ with $(\tau, \beta)=(0.5,0.25)$ and $K$ spikes equi-spaced between 80 and 20.
- Scenario 2: we consider the Linex loss function in equation (4) with $a_{i}$ sampled uniformly between $(-2,-1), b_{i}=1$ with $(\tau, \beta)=(1,1.75)$ and $K$ spikes equi-spaced between 25 and 5 .

To estimate $\boldsymbol{S}$, we sample $\boldsymbol{W}_{j}$ independently from $N_{n}(\mathbf{0}, \boldsymbol{\Sigma})$ for $j=1, \ldots, m$, where we allow $m$ to vary over $(15,20,25,30,35,40,45,50)$. Finally $m_{x}=1$ copy of $\boldsymbol{X}$ is sampled from $N_{n}(\boldsymbol{\theta}, \boldsymbol{\Sigma})$ with $m_{0}=1$. This sampling scheme is repeated over 500 repetitions and the REE of the competing predictive rules and CASP is presented in figures 1 and 2 for scenarios 1 and 2 , respectively. In table 1 , we report the REE and the estimates of $(K, \tau, \beta)$ at $m=15$. Using the R-package POET, the estimation of $\boldsymbol{S}^{\text {Poet }}$ was extremely slow in our simulations and therefore we report the REE of $\hat{\boldsymbol{q}}^{\text {Poet }}$ only at $m=15$ and exclude this predictive rule from the figures. The left panels of figures 1 and 2 both suggest a superior risk performance of CASP as $m$ varies. Moreover, when the ratio $n /(m-1)$ is largest, the right panels of these figures plot the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over the 500 repetitions (red line) and sandwiched between its $10^{t h}$ and $90^{t h}$ percentiles (represented by the gray shaded region) under the two scenarios. Under scenario 1 in particular, the estimated shrinkage factors are all smaller than 1 indicating the significant role that the coordinate-wise shrinkage plays in reducing the marginal mean square error of $\hat{\boldsymbol{q}}^{\text {casp }}$ from $\boldsymbol{q}^{\text {Bayes }}$. However as $\beta$ increases from 0.25 to 1.75 in scenario 2 , the estimated shrinkage factors move closer to 1 , and the risk performances of $\hat{\boldsymbol{q}}^{\text {casp }}$ and $\hat{\boldsymbol{q}}^{\mathrm{S}}$ are indistinguishable from each other as seen in table 1

Table 1: Relative Error estimates (REE) of the competing predictive rules at $m=15$ for Scenarios 1 and 2 under Experiment 1. The numbers in parenthesis are standard errors over 500 repetitions.

|  | Scenario 1: $(K, \tau, \beta)=(10,0.5,0.25)$ |  |  | Scenario 2: $(K, \tau, \beta)=(10,1,1.75)$ |  |  |  |  |
| :--- | :---: | :---: | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{K}$ | $\hat{\tau}$ | $\hat{\beta}$ | $\operatorname{REE}(\hat{\boldsymbol{q}})$ | $\hat{K}$ | $\hat{\tau}$ | $\hat{\beta}$ | $\operatorname{REE}(\hat{\boldsymbol{q}})$ |
| CASP | $7(0.04)$ | $0.59(0.002)$ | $0.27(0.002)$ | $\mathbf{0 . 9 5}$ | $4(0.04)$ | $0.97(0.004)$ | $1.79(0.006)$ | $\mathbf{1 . 0 0}$ |
| Bcv | $3(0.08)$ | $0.58(0.003)$ | $0.26(0.003)$ | 1.14 | $1(0.04)$ | $1.00(0.001)$ | $1.75(0.006)$ | 4.24 |
| FactMLE | $7(0.04)$ | $0.57\left(<10^{-3}\right)$ | $0.19(0.001)$ | 1.68 | $4(0.04)$ | $0.98\left(<10^{-3}\right)$ | $1.55(0.001)$ | 4.58 |
| POET | $7(0.04)$ | $0.57\left(<10^{-3}\right)$ | $0.18\left(<10^{-3}\right)$ | 2.14 | $4(0.04)$ | $0.97\left(<10^{-3}\right)$ | $1.53\left(<10^{-3}\right)$ | 7.26 |
| Naive | $7(0.04)$ | $0.60\left(<10^{-3}\right)$ | $0.24(0.001)$ | 1.36 | $4(0.04)$ | $1.00\left(<10^{-3}\right)$ | $1.63(0.004)$ | 1.87 |

under scenario 2 wherein the REE of CASP is 1 . This is not unexpected because with a fixed $\tau>0$ and $\beta$ growing above 1, the factor $\sum_{j=1}^{K} \hat{\zeta}_{j}^{-4}\left(h_{1,-1, \beta}\left(\hat{\ell}_{j}^{e}\right)-h_{1,-1, \beta}\left(\hat{\ell}_{0}^{e}\right)\right)^{2}$ in the denominator of $\hat{f}_{i}^{\text {prop }}$ becomes smaller in comparison to the numerator $\hat{\mathcal{N}}$ in Definition 4 and the improvement due to coordinate-wise shrinkage dissipates. From table 1, we see


Figure 1: Experiment 1 Scenario 1 (Generalized absolute loss): Left - Relative Error estimates as $m$ varies over $(15,20,25,30,35,40,45,50)$. Right: Magnitude of the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over 500 repetitions at $m=15$ and sandwiched between its $10^{t h}$ and $90^{t h}$ percentiles
that $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ is the most competitive predictive rule next to $\hat{\boldsymbol{q}}^{\text {casp }}$ across both the scenarios however it seems to suffer from the issue of under estimation of the number of factors $K$. We notice this behavior of $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ across all our numerical and real data examples.

The other three predictive rules, $\hat{\boldsymbol{q}}^{\text {Fact }}, \hat{\boldsymbol{q}}^{\text {Poet }}$ and $\hat{\boldsymbol{q}}^{\text {Naive }}$, exhibit poorer risk performances and this is not entirely surprising in this setting primarily because the four competing predictive rules considered here do not involve any asymptotic corrections to the sample eigenvalues and their eigenvectors whereas CASP uses the phase transition phenomenon of the sample eigenvalues and their eigenvectors to constructs consistent estimators of smooth functions of $\boldsymbol{\Sigma}$ that appear in the form of the Bayes predictive rules.


Figure 2: Experiment 1 Scenario 2 (Linex loss): Left - Relative Error estimates as $m$ varies over ( $15,20,25,30,35,40,45,50$ ). Right: Magnitude of the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over 500 repetitions at $m=15$ and sandwiched between its $10^{\text {th }}$ and $90^{\text {th }}$ percentiles

From figure 1, we see that as $m$ increases, $\hat{\boldsymbol{q}}^{\text {Naive }}$ performs better than $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$. The spiked covariance structure considered in scenario 1 is substantially strong as there are $K=10$ equispaced spikes between 20 and 80 . The $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ method, which underestimates $K$ more severely compared to $\hat{\boldsymbol{q}}^{\text {Naive }}$, performs worse as $m$ increases for there is more information to estimate the spiked structure. The same phenomenon happens in scenario 2 where $\beta>1$. However, when $\beta>1$, most of the coordinate-wise shrinkage factors are close to 1 (see the right plot of figure 2) and so, the difference between CASP and $\hat{\boldsymbol{q}}^{\text {Naive }}$ is not much due to coordinate-wise shrinkage but mostly due to the biased estimation of the eigenvalues by the naive method.

### 5.2 Experiment 2

For experiment 2 we consider the setup of a static factor model with heteroscedastic noise and simulate our data according to the following model:

$$
\begin{aligned}
\boldsymbol{X}_{t} & =\boldsymbol{\theta}+\boldsymbol{B} \boldsymbol{\Gamma}_{t}+\boldsymbol{\epsilon}_{t} \\
\boldsymbol{\Gamma}_{t} & \sim N_{K}\left(\mathbf{0}, \boldsymbol{I}_{K}\right) \\
\boldsymbol{\theta} & \sim N_{n}\left(\boldsymbol{\eta}_{0}, \tau \boldsymbol{\Sigma}^{\beta}\right) \text { and } \boldsymbol{\epsilon}_{t} \sim N_{n}\left(\mathbf{0}, \boldsymbol{\Delta}_{n}\right),
\end{aligned}
$$

where $K \ll n$ represents the number of latent factors, $\boldsymbol{B}$ is the $n \times K$ matrix of factor loadings, $\boldsymbol{\Gamma}_{t}$ is the $K \times 1$ vector of latent factors independent of $\boldsymbol{\epsilon}_{t}$ and $\boldsymbol{\Delta}_{n}$ is an $n \times n$ diagonal matrix of heteroscedastic noise variances. In this model $\boldsymbol{\Sigma}=\boldsymbol{B} \boldsymbol{B}^{T}+\boldsymbol{\Delta}_{n}$ and coincides with the heteroscedastic factor models considered in Owen and Wang (2016); Fan et al. (2013); Khamaru and Mazumder (2019) for estimating $\boldsymbol{\Sigma}$. Thus the three competing predictive rules $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}, \hat{\boldsymbol{q}}^{\text {Poet }}$ and $\hat{\boldsymbol{q}}^{\text {Fact }}$ are well suited for prediction in this model. Factor models of this form are often considered in portfolio risk estimation (see for example Fan
et al. (2016)) where the goal is to first estimate the matrix of factor loadings $\boldsymbol{B}$ and the vector of latent factors $\boldsymbol{\Gamma}_{t}$ and thereafter use the fitted model to sequentially predict $\boldsymbol{A} \boldsymbol{X}_{t+s}$ for $s=1,2, \ldots, T$ where $\boldsymbol{X}_{t}$ might represent an $n$ dimensional vector of stock excess returns and $\boldsymbol{A}$ is the $p \times n$ weight matrix that aggregates the predicted excess returns into $p \ll n$ individual portfolios level returns. Often an autoregressive structure is imposed on $\boldsymbol{\Gamma}_{t}$ so that $\boldsymbol{\Gamma}_{t}=\boldsymbol{\Phi} \boldsymbol{\Gamma}_{t-1}+\boldsymbol{v}_{t}$ which is the so called dynamic factor model (Geweke, 1977) where $\boldsymbol{\Phi}$ is a $K \times K$ matrix of autoregressive coefficients and $\boldsymbol{v}_{t} \sim N_{K}(\mathbf{0}, \boldsymbol{D})$.

For the purposes of this simulation exercise we take $n=200, \boldsymbol{\Phi}=\mathbf{0}$ and $\boldsymbol{D}=\boldsymbol{I}_{K}$ with $K=10$ factors. We fix $\boldsymbol{\eta}_{0}=0$, and simulate the rows of $\boldsymbol{B}$ independently from $N_{K}\left(\mathbf{0}, c \boldsymbol{I}_{K}\right)$ and the diagonal elements of $\boldsymbol{\Delta}_{n}$ independently from $\operatorname{Unif}(0.5,1.5)$. The elements of the aggregation matrix $\boldsymbol{A}$ are simulated uniformly from ( 0,1 ) with $p=20$ rows normalized to 1. In this experiment, similar to experiment 1 , we consider two scenarios:

- Scenario 1: we fix $(c, \tau, \beta)=(0.5,0.5,0.25)$.
- Scenario 2: we fix $(c, \tau, \beta)=(0.2,1.5,2)$.

To estimate $\boldsymbol{S}$, we sample $\boldsymbol{W}_{j}$ independently from $N_{n}(\mathbf{0}, \boldsymbol{\Sigma})$ for $j=1, \ldots, m$, where we allow $m$ to vary over $(15,20,25,30,35,40,45,50)$. Finally $m_{x}=1$ copy of $\boldsymbol{X}_{t}$ is sampled from $N_{n}(\boldsymbol{\theta}, \boldsymbol{\Sigma})$ and the goal is to predict $\boldsymbol{A} \boldsymbol{X}_{t+1}$ under a Linex loss with $b_{i}=1$ and $a_{i} \stackrel{i . i . d}{\sim} \operatorname{Unif}(1,2)$ to emphasize the severity of overprediction of portfolio excess returns. This sampling scheme is repeated over 500 repetitions and the REE of the competing predictive rules and CASP is presented in figures 3 and 4 for scenarios 1 and 2, respectively. From

Table 2: Relative Error estimates (REE) of the competing predictive rules at $m=15$ for Scenarios 1 and 2 under Experiment 2. The numbers in parenthesis are standard errors over 500 repetitions.

|  | Scenario 1: $(K, \tau, \beta)=(10,0.5,0.25)$ |  |  |  | Scenario 2: $(K, \tau, \beta)=(10,1.5,2)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{K}$ | $\hat{\tau}$ | $\hat{\beta}$ | $\operatorname{REE}(\hat{\boldsymbol{q}})$ | $\hat{K}$ | $\hat{\tau}$ | $\hat{\beta}$ | $\operatorname{REE}(\hat{\boldsymbol{q}})$ |
| CASP | 8 (0.04) | 0.59 (0.002) | 0.28 (0.002) | 0.91 | 2 (0.04) | 1.48 (0.004) | 2.09 (0.003) | 1.00 |
| Bcv | 3 (0.08) | 0.58 (0.003) | 0.26 (0.002) | 0.87 | 0 (0.01) | $1.50\left(<10^{-3}\right)$ | 2.04 (0.004) | 1.23 |
| FactMLE | 8 (0.04) | $0.57\left(<10^{-3}\right)$ | $0.19(0.001)$ | 1.49 | 2 (0.04) | $1.48\left(<10^{-3}\right)$ | 1.87 (0.002) | 1.10 |
| POET | 8 (0.04) | $0.57\left(<10^{-3}\right)$ | $0.18\left(<10^{-3}\right)$ | 1.87 | 2 (0.04) | $1.47\left(<10^{-3}\right)$ | $1.83\left(<10^{-3}\right)$ | 1.12 |
| Naive | 8 (0.04) | $0.60\left(<10^{-3}\right)$ | 0.24 (0.001) | 1.61 | 2 (0.04) | $1.50\left(<10^{-3}\right)$ | 2.05 (0.004) | 1.27 |

the left plot in figure 3 we see that $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ returns the smallest REE amongst all competing predictive rules in scenario 1 and is closely followed by $\hat{\boldsymbol{q}}^{\text {casp }}$. This is expected since $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ relies on a heteroscedastic factor model structure to estimate $\boldsymbol{\Sigma}$, however, even in this scenario CASP is competitive. In particular, the estimated shrinkage factors for CASP are all smaller than 1 (right plot in figure 3) which allows CASP to deliver an REE which is substantially less than 1 . Under scenario 2 (left plot in figure 4) $\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ no longer enjoys a superior performance and exhibits a volatile REE profile as $m$ increases from 15 to 50 which can potentially be due to its tendency to under estimate the number of factors $K$ as seen from table 2 at $m=15$. In this scenario, the $\hat{\boldsymbol{q}}^{\text {casp }}$ is the most competitive predictive rule however with $\beta>1, \hat{\boldsymbol{q}}^{\text {casp }}$ is no better than $\hat{\boldsymbol{q}}^{\mathrm{S}}$ in terms of REE.


Figure 3: Experiment 2 Scenario 1 (Linex loss): Left - Relative Error estimates as $m$ varies over ( $15,20,25,30,35,40,45,50$ ). Right: Magnitude of the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over 500 repetitions at $m=15$ and sandwiched between its $10^{t h}$ and $90^{t h}$ percentiles


Figure 4: Experiment 2 Scenario 2 (Linex loss): Left - Relative Error estimates as $m$ varies over ( $15,20,25,30,35,40,45,50$ ). Right: Magnitude of the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over 500 repetitions at $m=15$ and sandwiched between its $10^{\text {th }}$ and $90^{\text {th }}$ percentiles

### 5.3 Experiment 3

For experiment 3, we consider a slightly different setup where we do not impose a spike covariance structure on $\boldsymbol{\Sigma}$. Instead, we assume that $(\boldsymbol{\Sigma})_{i j}=\operatorname{Cov}\left(X_{i}, X_{j}\right)=0.9^{|i-j|}$ where $i, j=1, \ldots, n$, thus imposing an $\operatorname{AR}(1)$ structure between the $n$ coordinates of $\boldsymbol{X}$. As in experiment 1 , we sample $\boldsymbol{\theta}$ from an $n=200$ variate Gaussian distribution with mean vector
$\boldsymbol{\eta}_{0}=\mathbf{0}$ and covariance $\tau \boldsymbol{\Sigma}^{\beta}$. We vary $(\tau, \beta)$ across two scenarios where we take $(\tau, \beta)$ as $(1,0.5)$ and $(0.5,2)$ in scenarios 1 and 2 respectively. We estimate $\boldsymbol{S}$ using the approach described in experiments 1 and 2 , and sample $m_{x}=1$ copy of $\boldsymbol{X}$ from $N_{n}(\boldsymbol{\theta}, \boldsymbol{\Sigma})$ with a goal to predict $\boldsymbol{A} \boldsymbol{Y}$ under a generalized absolute loss function with $h_{i}=1-b_{i}$ and $b_{i}$ sampled uniformly from $(0.9,0.95)$ for $i=1, \cdots, p$. Here $\boldsymbol{Y} \sim N_{n}(\boldsymbol{\theta}, \boldsymbol{\Sigma})$ is independent of $\boldsymbol{X}$ and $\boldsymbol{A}$ is a fixed $p \times n$ sparse matrix with the $p=20$ rows sampled independently from a mixture distribution with density $0.9 \delta_{0}+0.1 \operatorname{Unif}(0,1)$ and normalized to 1 thereafter. This sampling scheme is repeated over 500 repetitions and the REE of the competing predictive rules and CASP is presented in figures 5, 6 and table 3 .

Table 3: Relative Error estimates (REE) of the competing predictive rules at $m=15$ for Scenarios 1 and 2 under Experiment 3. The numbers in parenthesis are standard errors over 500 repetitions.

|  | Scenario 1: $(\tau, \beta)=(1,0.5)$ |  |  |  | Scenario 2: $(\tau, \beta)=(0.5,2)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\hat{K}$ | $\hat{\tau}$ | $\hat{\beta}$ | $\operatorname{REE}(\hat{\boldsymbol{q}})$ | $\hat{K}$ | $\hat{\tau}$ | $\hat{\beta}$ | $\operatorname{REE}(\hat{\boldsymbol{q}})$ |
| CASP | 7 (0.06) | 1.09 (0.007) | 0.40 (0.004) | 0.94 | 7 (0.06) | $0.57\left(<10^{-3}\right)$ | 1.74 (0.001) | 1.00 |
| Bcv | 1 (0.08) | 0.95 (0.012) | 0.36 (0.002) | 2.39 | 1 (0.08) | $0.59\left(<10^{-3}\right)$ | 1.79 (0.002) | 4.27 |
| FactMLE | 7 (0.06) | 1.16 (0.001) | $0.33\left(<10^{-3}\right)$ | 1.23 | 7 (0.06) | $0.57\left(<10^{-3}\right)$ | $1.73\left(<10^{-3}\right)$ | 1.08 |
| POET | 7 (0.06) | $1.17\left(<10^{-3}\right)$ | $0.33\left(<10^{-3}\right)$ | 1.49 | 7 (0.06) | $0.57\left(<10^{-3}\right)$ | $1.73\left(<10^{-3}\right)$ | 1.27 |
| Naive | 7 (0.06) | 1.16 (0.001) | 0.34 (0.001) | 1.26 | 7 (0.06) | $0.57\left(<10^{-3}\right)$ | $1.73\left(<10^{-3}\right)$ | 1.11 |

In this setup, the departure from the factor model leads to a poorer estimate of $\beta$ for CASP than what was observed under experiments 1 and 2, however, the REE of CASP continues to be the smallest amongst all the other competing rules. When $\beta=2$ (scenario $2), \hat{\boldsymbol{q}}^{\text {casp }}$ and $\hat{\boldsymbol{q}}^{\mathrm{S}}$ are almost identical in their performance. Amongst the competing methods



Figure 5: Experiment 3 Scenario 1 (Generalized absolute loss): Left - Relative Error estimates as $m$ varies over $(15,20,25,30,35,40,45,50)$. Right: Magnitude of the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over 500 repetitions at $m=15$ and sandwiched between its $10^{\text {th }}$ and $90^{t h}$ percentiles


Figure 6: Experiment 3 Scenario 2 (Generalized absolute loss): Left - Relative Error estimates as $m$ varies over ( $15,20,25,30,35,40,45,50$ ). Right: Magnitude of the sorted shrinkage factors $\hat{f}_{i}^{\text {prop }}$ averaged over 500 repetitions at $m=15$ and sandwiched between its $10^{\text {th }}$ and $90^{\text {th }}$ percentiles
$\hat{\boldsymbol{q}}^{\mathrm{Bcv}}$ has the highest REE, possibly exacerbated by the departure from a factor based model considered in this experiment whereas this seems to have a comparatively lesser impact on CASP indicating potential robustness of CASP to misspecifications of the factor model.

## 6. Real data illustration with groceries sales data

In this section we analyze a part of the dataset published by Bronnenberg et al. (2008). This dataset has been used in significant studies related to consumer behavior, spending and their policy implications (see for example Bronnenberg et al. (2012); Coibion et al. (2015)). The dataset holds the weekly sales and scanner prices of common grocery items sold in retail outlets across 50 states in the U.S. The retail outlets available in the dataset have identifiers that link them to the city that they serve. In accordance to our lagged data example, we analyze a part of this dataset that spans $m=100$ weeks from December 31, 2007 to November 29, 2009 as substantial amount of disaggregate data from distant past that will be used for constructing auxiliary information on the covariance. We use 3 weeks from a relatively recent snapshot covering October 31, 2011 to November 20, 2011 as data from the current model. We assume, as in equation (6), that there might have been drift change in the sales data across time but the covariances across stores are invariant over time. Our goal is to predict the state level total weekly sales across all retail outlets for four common grocery items: coffee, mayo, frozen pizza and carbonated beverages. We use the most recent $T=2$ weeks, from November 7, 2011 to November 20, 2011 as our prediction period and utilize the sales data of week $t-1$ to predict the state aggregated totals for week $t$ where $t=1, \ldots, T$. For each of the four products, the prediction period includes sales across approximately $n=1,140$ retail outlets that vary significantly in terms of their size and quantity sold across the $T$ weeks. Moreover, some of the outlets have undergone
merger and even closure during the prediction period which is often recorded as 0 product sales. Let $\mathbb{X}_{0}^{(p)}$ be the $n$ dimensional vector denoting the number of units of product $p$ sold across the $n$ outlets in week 0 - October 31, 2011 to November 6, 2011. For our prediction problem, we use a threshold of $s_{p}$ units for product $p$ and consider only those outlets that have sold at least $s_{p}$ units in week 0 .

Table 4: Loss ratios (16) across six predictive rules for four products.

|  |  |  | (a.) Total sales by state |  |
| :---: | :--- | :---: | :---: | :---: |
| Product | Method | K | (b.) Total sales by state <br> Week 2 Loss Ratio |  |
|  | CASP | 26 | $\mathbf{0 . 9 9 9}$ | 1.002 |
|  | Naive | 26 | 1.044 | 1.063 |
| Coffee | Bcv | 17 | 1.043 | 1.036 |
| $s_{p}=1000, n_{p}=233, d_{p}=31$ | POET | 26 | 1.047 | 1.070 |
|  | FactMLE | 26 | 1.009 | 1.044 |
|  | Unshrunk | - | 1.838 | 2.273 |
|  | CASP | 26 | $\mathbf{0 . 9 9 5}$ | $\mathbf{1 . 0 0 4}$ |
|  | Naive | 26 | 0.996 | 1.016 |
|  | Bcv | 19 | 1.040 | 1.019 |
| $s_{p}=500, n_{p}=157, d_{p}=30$ | POET | 26 | 0.996 | 1.022 |
|  | FactMLE | 26 | 0.999 | 1.012 |
|  | Unshrunk | - | 1.084 | 2.420 |
|  | CASP | 33 | $\mathbf{1 . 0 0 0}$ | $\mathbf{0 . 9 9 8}$ |
|  | Naive | 33 | 1.177 | 1.135 |
|  | Bcv | 19 | 1.059 | 1.091 |
| Frozen Pizza | POET | 33 | 1.033 | 1.040 |
| $s_{p}=1000, n_{p}=359, d_{p}=33$ | FactMLE | 33 | 1.008 | 1.020 |
|  | Unshrunk | - | 4.424 | 6.701 |
|  | CASP | 37 | $\mathbf{1 . 0 0 3}$ | $\mathbf{0 . 9 8 4}$ |
|  | Naive | 37 | 1.065 | 1.033 |
|  | Bcv | 20 | 1.073 | 1.142 |
| $s_{p}=5000, n_{p}=410, d_{p}=33$ | POET | 37 | 1.065 | 1.038 |
|  | FactMLE | 37 | 1.067 | 1.059 |
|  | Unshrunk | - | 3.459 | 8.885 |

Let $\boldsymbol{X}_{t-1}^{(p)}$ be the $n_{p}=\sum_{i=1}^{n} \mathbb{I}\left(\mathbb{X}_{0, i}^{(p)} \geq s_{p}\right)$ dimensional vector denoting the number of units of product $p$ sold across $n_{p}$ stores in week $t-1$. For a distributor, it is economically important to predict the aggregated demand (future sales) for each US state as intrastate transport of inventories, and transfer of business and tax accounts can be easily executed within state boundaries. The time $t-1$ prediction problem then is to predict $\boldsymbol{V}_{t}^{(p)}=\boldsymbol{A}^{(p)} \boldsymbol{X}_{t}^{(p)}$ where $\boldsymbol{A}^{(p)}$ is a $d_{p} \times n_{p}$ matrix that aggregates product $p$ sales across $n_{p}$ stores into $d_{p}$ unique states across the U.S. To evaluate the performance of any predictive rule $\hat{\boldsymbol{q}}_{t}^{(p)}$, we use the generalized absolute loss function of equation (3) and calculate the time $t$ ratio of total loss for prediction using $\hat{\boldsymbol{q}}_{t}^{(p)}$ to the total loss for prediction using CASP with all shrinkage factors $f_{i}=1$ :

$$
\begin{equation*}
\left.\mathcal{L}_{t}\left(\boldsymbol{q}_{t}^{(\mathrm{S}, \mathrm{p})}, \boldsymbol{q}_{t}^{(p)}\right)\right)=\frac{\sum_{i=1}^{d_{p}}\left\{b_{i}\left(V_{t, i}^{(p)}-\hat{q}_{t, i}^{(p)}\right)^{+}+h_{i}\left(\hat{q}_{t, i}^{(p)}-V_{t, i}^{(p)}\right)^{+}\right\}}{\sum_{i=1}^{d_{p}}\left\{b_{i}\left(V_{t, i}^{(p)}-\hat{q}_{t, i}^{(\mathbf{S}, \mathrm{p})}\right)^{+}+h_{i}\left(\hat{q}_{t, i}^{(\mathrm{S}, \mathrm{p})}-V_{t, i}^{(p)}\right)^{+}\right\}}, \tag{16}
\end{equation*}
$$



Figure 7: CASP predicted weekly demand of the grocery items across US averaged over the two prediction weeks - November 7, 2011 to November 20, 2011.
where $\hat{\boldsymbol{q}}_{t}^{(\mathrm{S}, \mathrm{p})}$ is CASP with $f_{i}=1$ for all $i$. We set $b_{i}=0.95$ and $h_{i}=1-b_{i}$ for all $i=1, \ldots, d_{p}$ to emphasize the severity of underprediction since overstocking may lead to holding and storage costs as all of these four products have considerably longer expiration dates but understocking, on the other hand, may translate into substantial lost sales and reputation costs for the retail outlets. In table 4 we report this loss ratio $\mathcal{L}_{t}$ for each product $p$ in columns (a) and (b), and for six competing predictive rules: (i) CASP, (ii) the Naive predictive rule as discussed in section 5, (iii) Bcv (Owen and Wang, 2016), (iv) POET (Fan et al., 2013), (v) FactMLE (Khamaru and Mazumder, 2019), and (vi) the Unshrunk predictive rule that simply uses past week's sales to predict the sales in the forthcoming week. To compute an estimate $\boldsymbol{S}^{(p)}$ of the $n_{p} \times n_{p}$ population covariance matrix $\boldsymbol{\Sigma}^{(p)}$ of $\boldsymbol{X}_{t}^{(p)}$ we rely on the additional data on $m=100$ weeks available from December 31, 2007 to November 29, 2009 and estimate $\boldsymbol{S}^{(p)}$ using the technique described in Section 2.4. In particular, we use the function smooth.spline from the R-package splines2 and choose $k=3$ knots corresponding to the 25,50 and 95 percentiles of the sales distribution across the $n_{p}$ stores at each of the $m$ weeks. We complete the specification of our model by setting $\boldsymbol{\eta}=\eta_{0}^{(p)} \mathbf{1}$ where $\eta_{0}^{(p)}$ is the median of average weekly sales of $n_{p}$ outlets over the $m$ weeks and use equation (15) to estimate $\beta^{(p)}$ over the interval $[0.1,1]$ with $\tau^{(p)}$ fixed at 1 .

The loss ratios reported in columns $(a)$ and $(b)$ of table 4 indicate a competitive performance of CASP over the five remaining predictive rules. CASP continues to provide the smallest loss ratios across both the weeks with the only exception being the loss ratio in Week 1 (column (a)) for product 'Mayo', where CASP is competitive with the predictive


Figure 8: Role of coordinate-wise shrinkage in CASP across US states for four grocery items. In the figures, $1-$ the shrinkage factors is displayed and so, deeper shades denote higher shrinkage.
rules $\hat{\boldsymbol{q}}^{\text {Naive }}$ (Naive) and $\hat{\boldsymbol{q}}^{\text {Poet }}$ (POET). It is interesting to note that in at least one of the two weeks, the loss ratio of CASP is marginally bigger than 1 across all four product categories, indicating that the coordinate-wise shrinkage factors do not always bring in any significant improvement in prediction performance. This is not entirely unexpected because the hierarchical model assumption of equation (2) may not hold in this setting and thus the model based shrinkage factors $\hat{f}_{i}^{\text {prop }}$ may not be the most optimal coordinate-wise shrinkage. For each of the four products, figures 7 and 8 present, respectively, the CASP predicted future demand and the distribution of the shrinkage factors of CASP across the different states. In figure 8 the shrinkage factors are plotted as $1-f_{i}$ so that a lighter shade in the heatmap corresponds to a smaller shrinkage (larger $\hat{f}_{i}^{\text {prop }}$ ). For example in the case of Coffee, the shrinkage factors are all closer to 1 across all the $d_{p}=31$ states and this effect translates into loss ratios being almost equal to 1 across the two weeks in table 4. In the case of Frozen Pizza, however, the magnitudes of the shrinkage factors are evenly distributed across the $d_{p}=33$ states. For instance, the states of Iowa followed by Illinois and Oklahoma exhibit the largest shrinkages while for Mayo, Georgia and North Dakota have the largest shrinkages in their predicted weekly total sales. In particular, this demonstrates that the shrinkage factors vary across the products because the variability in sales is product specific. More importantly, CASP is flexible enough to capture this inter-product differences and mainly due to its bias correction step (see section 3.1), CASP offers better estimates of future sales than the other popular predictive approaches considered here.

## 7. Discussion

In this article we considered point prediction in Gaussian models with an unknown covariance that has a spiked structure. Extending our methodology to non-Gaussian models can be useful in a host of applications. Our proposed method depends on eigenvectors associated with the leading eigenvalues of the unknown covariance matrix. In case of standard spiked covariance models, i.e., when $\boldsymbol{\Sigma}$ is a finite rank perturbation (or a multiple) of identity, recent results of Bloemendal et al. (2016) and Bao et al. (2020) indicate that as long as the first four moments of the observations match with the Gaussian, the behavior of sample spiked eigenvalues, as well as linear functionals involving the leading eigenvectors will be similar, up to the second order, to the Gaussian case. Our proposed predictor depends on the leading eigenvectors only through their linear functions and so, the risk properties of the proposed method stated in Section 3 are likely to hold in such a non-Gaussian setting. However, if the "moment matching condition" does not hold, there may be a need for modifying the proposed predictors based on the moments of the observations. As future work, it will be interesting to comprehensively study the aforementioned prediction problem in the non-Gaussian case. Furthermore, extending our shrinkage methodology beyond the low rank plus homoscedastic noise covariance setup of equation (7) to heteroscedastic noise setups will be beneficial for several practical applications. As future work, it will be useful to introspect efficient shrinkage predictors under such covariance structures.

## Appendix A. Proofs

We first present the detailed proofs of Theorem 1A, 1B and Lemma 2. Thereafter, the proofs of all the other results in this paper are provided.

## A. 1 Preliminary expansions for eigenvector and eigenvalues

In this subsection, we put together the key expansions that are needed to prove the theorems. We first express the $j$-th sample eigenvector $\hat{\boldsymbol{p}}_{j}$ as

$$
\begin{equation*}
\hat{\boldsymbol{p}}_{j}=a_{j} \boldsymbol{P}_{K}\left(\boldsymbol{e}_{j, K}+\boldsymbol{\delta}_{j}\right)+\sqrt{1-a_{j}^{2}} \boldsymbol{P}_{K, \perp} \boldsymbol{u}_{j, n-K} \tag{17}
\end{equation*}
$$

where $\boldsymbol{P}_{K}=\left[\boldsymbol{p}_{1}: \cdots: \boldsymbol{p}_{K}\right], \boldsymbol{P}_{K, \perp}$ is an $n \times(n-K)$ matrix so that $\left[\boldsymbol{P}_{K}: \boldsymbol{P}_{K, \perp}\right]$ is an orthogonal matrix, $a_{j}=\left\|\boldsymbol{P}_{K} \hat{\boldsymbol{p}}_{j}\right\| \in(0,1)$ (without loss of generality, choosing the correct sign), $\boldsymbol{e}_{j, K}$ is the $j$-th canonical coordinate vector in $\mathbb{R}^{K}$. Moreover, $\boldsymbol{u}_{j, n-K}$ is uniformly distributed on $\mathbb{S}_{n-K-1}$ (the unit sphere in $\mathbb{R}^{n-K}$ ), so that $\boldsymbol{u}_{j, n-K}=\boldsymbol{\varepsilon}_{j} / \sqrt{n-K}$ where $\varepsilon_{j} \sim N\left(0, \boldsymbol{I}_{n-K}\right)$. We shall make use of the following asymptotic expansions (Paul, 2007).

$$
\begin{equation*}
\left\|\delta_{j}\right\|=O_{p}\left(n^{-1 / 2}\right) \quad \text { and } \quad a_{j}=\zeta_{j}+O_{p}\left(n^{-1 / 2}\right) \tag{18}
\end{equation*}
$$

Now, for $p \leq n$, let $\boldsymbol{A}$ be any $p \times n$ matrix such that $\|\boldsymbol{A}\|$ and $\left\|\left(\boldsymbol{A} \boldsymbol{A}^{T}\right)^{-1}\right\|$ are bounded even as $p, n \rightarrow \infty$. Then, for any $\boldsymbol{b} \in \mathbb{R}^{p}$ with $\|\boldsymbol{b}\|_{2}=1$, we have the expansion

$$
\begin{align*}
\left\langle\boldsymbol{b}, \boldsymbol{A} \hat{\boldsymbol{p}}_{j}\right\rangle= & \zeta_{j}\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{p}_{j}\right\rangle+\frac{\sqrt{1-\zeta_{j}^{2}}}{\sqrt{n-K}}\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{j}\right\rangle \\
& +\left(a_{j}-\zeta_{j}\right)\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{p}_{j}\right\rangle+\left(\sqrt{1-a_{j}^{2}}-\sqrt{1-\zeta_{j}^{2}}\right) \frac{1}{\sqrt{n-K}}\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{j}\right\rangle \\
& +a_{j}\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{P}_{K} \delta_{j}\right\rangle+\sqrt{1-a_{j}^{2}}\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{j}\right\rangle\left(\left\|\boldsymbol{\varepsilon}_{j}\right\|^{-1}-(n-K)^{-1 / 2}\right) . \tag{19}
\end{align*}
$$

Suppose that $\mathcal{B}$ be any collection of unit vectors in $\mathbb{R}^{p}$ of cardinality $O\left(n^{c}\right)$ for some fixed $c \in(0, \infty)$. Then, from equation (19) we conclude that, uniformly over $\boldsymbol{b} \in \mathcal{B}$,

$$
\begin{equation*}
\left\langle\boldsymbol{b}, \boldsymbol{A} \hat{\boldsymbol{p}}_{j}\right\rangle-\zeta_{j}\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{p}_{j}\right\rangle=O_{p}(\sqrt{\log n / n}) \tag{20}
\end{equation*}
$$

Here, we used the fact that $\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{j}\right\rangle \sim N\left(0, \boldsymbol{b}^{T} \boldsymbol{A}\left(\boldsymbol{I}_{n}-\boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right) \boldsymbol{A}^{T} \boldsymbol{b}\right),\left|\left\langle\boldsymbol{b}, \boldsymbol{A} \boldsymbol{p}_{j}\right\rangle\right| \leq$ $\|\boldsymbol{A}\|$ and, $\left|\left\langle\boldsymbol{b}, \boldsymbol{A} \delta_{j}\right\rangle\right| \leq\|\boldsymbol{A}\|\left\|\delta_{j}\right\|=O_{p}\left(n^{-1 / 2}\right)$. Moreover, $\left|a_{j}-\zeta_{j}\right|=O_{p}\left(n^{-1 / 2}\right)$ implies $\left|\sqrt{1-a_{j}^{2}}-\sqrt{1-\zeta_{j}^{2}}\right|=O_{p}\left(n^{-1 / 2}\right)$ and $\left|\left\|\varepsilon_{j}\right\|^{-1}-(n-K)^{-1 / 2}\right|=O_{p}\left(n^{-1}\right)$.

## A. 2 Proof of Theorem 1A

First note that for any fixed $(r, \alpha) \in\{-1,0,1\} \times \mathbb{R}$, and any given $\tau$ and $\beta$, equation (13) gives, for any $\boldsymbol{b} \in \mathcal{B}$ with $\|\boldsymbol{b}\|_{2}=1$

$$
\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b}=\sum_{j=1}^{K} \frac{1}{\hat{\zeta}_{j}^{2}}\left(h_{r, \alpha, \beta}\left(\hat{\ell}_{j}^{e}\right)-h_{r, \alpha, \beta}\left(\hat{\ell}_{0}^{e}\right)\right)\left(\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j}\right\rangle\right)^{2}+h_{r, \alpha, \beta}\left(\hat{\ell}_{0}^{e}\right)\|\boldsymbol{b}\|^{2},
$$

and from equations (11), (12), (17) and (18), the above reduces to

$$
\begin{align*}
\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b} & =\sum_{j=1}^{K}\left(h_{r, \alpha, \beta}\left(\ell_{j}\right)-h_{r, \alpha, \beta}\left(\ell_{0}\right)\right)\left(\left\langle\boldsymbol{b}, \boldsymbol{p}_{j}\right\rangle\right)^{2}+h_{r, \alpha, \beta}\left(\ell_{0}\right)+O_{p}(\sqrt{\log n / n}) \\
& =\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}+O_{p}(\sqrt{\log n / n}), \tag{21}
\end{align*}
$$

uniformly over $\boldsymbol{b} \in \mathcal{B}$ consisting of $O\left(n^{c}\right)$ unit vectors, for any fixed $c>0$. Next, since by assumption A3, $\tau$ and $\beta$ belong to compact subsets on which all the quantities in question are smooth functions with uniformly bounded Lipschitz semi-norm with respect to ( $\tau, \beta$ ), by choosing an appropriate grid of $(\tau, \beta)$ of size $O\left(n^{c^{\prime}}\right)$ for some $c^{\prime}>0$, we note that the expansion in equation (21) continues to hold uniformly in $(\tau, \beta)$, and hence we have $\sup _{\tau \in \boldsymbol{T}_{0}, \beta \in \boldsymbol{B}_{0}, \boldsymbol{b} \in \mathcal{B}}\left|\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta} \boldsymbol{b}-\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}\right|=O_{p}(\sqrt{\log n / n})$, thus proving the theorem.

## A. 3 Proof of Lemma 2

First note that,

$$
\hat{H}_{r, \alpha, \beta}^{\mathrm{un}}=\sum_{j=1}^{K} d_{r, \alpha, \beta}\left(\hat{\ell}_{j}\right) \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}+d_{r, \alpha, \beta}\left(\hat{\ell}_{0}\right)\left(\boldsymbol{I}_{n}-\sum_{j=1}^{K} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T}\right),
$$

where $d_{r, \alpha, \beta}(x)=\left(x^{-1}+\tau^{-1} x^{-\beta}\right)^{-r} x^{\alpha}$. Thus, $\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta}^{\text {un }} \boldsymbol{b}$ equals

$$
\begin{equation*}
\sum_{j=1}^{K} d_{r, \alpha, \beta}\left(\hat{\ell}_{j}\right)\left(\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}\right)^{2}+d_{r, \alpha, \beta}\left(\hat{\ell}_{0}\right)\left[\boldsymbol{b}^{T} \boldsymbol{b}-\sum_{j=1}^{K}\left(\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}\right)^{2}\right] . \tag{22}
\end{equation*}
$$

From equation (9) it follows that for all $j=1, \ldots, K$,

$$
\begin{align*}
& d_{r, \alpha, \beta}\left(\hat{\ell}_{j}\right)=d_{r, \alpha, \beta}\left(\ell_{0} \psi\left(\ell_{j} / \ell_{0}, \rho\right)\right)+O_{p}\left(n^{-1 / 2}\right) \text { and, }  \tag{23}\\
& d_{r, \alpha, \beta}\left(\hat{\ell}_{0}\right)=d_{r, \alpha, \beta}\left(\ell_{0}\right)+O_{p}\left(n^{-1 / 2}\right) . \tag{24}
\end{align*}
$$

On the other hand, using (10) it follows for $j=1, \ldots, K$ that

$$
\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}=\zeta_{j} \boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}+\sqrt{1-\zeta_{j}^{2}} \boldsymbol{b}^{T}\left(\boldsymbol{I}_{n}-\boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right) \frac{\varepsilon_{j}}{\sqrt{n-K}}+O_{p}\left(n^{-1 / 2}\right),
$$

which implies that

$$
\begin{equation*}
\left(\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}\right)^{2}=\zeta_{j}^{2}\left(\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}\right)^{2}+O_{p}\left(n^{-1 / 2}\right) . \tag{25}
\end{equation*}
$$

Now, substituting equations (23) to (25) in equation (22) we have

$$
\boldsymbol{b}^{T} \hat{H}_{r, \alpha, \beta}^{\mathrm{un}} \boldsymbol{b}=\sum_{j=1}^{K}\left\{d_{r, \alpha, \beta}\left(\ell_{0} \psi\left(\ell_{j} / \ell_{0}, \rho\right)\right)-d_{r, \alpha, \beta}\left(\ell_{0}\right)\right\} \zeta_{j}^{2}\left(\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}\right)^{2}+d_{r, \alpha, \beta}\left(\ell_{0}\right) \boldsymbol{b}^{T} \boldsymbol{b} .
$$

Also, we know that

$$
\boldsymbol{b}^{T} H_{r, \alpha, \beta} \boldsymbol{b}=\sum_{j=1}^{K}\left\{d_{r, \alpha, \beta}\left(\ell_{j}\right)-d_{r, \alpha, \beta}\left(\ell_{0}\right)\right\}\left(\boldsymbol{b}^{T} \hat{\boldsymbol{p}}_{j}\right)^{2}+d_{r, \alpha, \beta}\left(\ell_{0}\right) \boldsymbol{b}^{T} \boldsymbol{b} .
$$

Comparing the above two displays, the result follows.

## A. 4 Proof of Theorem 1B

We only prove the result for fixed $(\tau, \beta)$ since the argument can be extended to compact subsets of ( $\tau, \beta$ ), under assumption A3, using an argument similar to that used in the proof of Theorem 1A.

Since the aggregated Bayes predictive rules involve quadratic forms of the form $\boldsymbol{b}^{T} G_{r, \alpha, \beta} \boldsymbol{b}$, we have the following cases of interest: $G_{0,1,0}, G_{1,0, \beta}$ and $G_{1,-1, \beta}$. In order to analyze the corresponding estimators of these quantities of interest, we introduce some notations. Let $\boldsymbol{C}=\boldsymbol{A} \boldsymbol{A}^{T}, \boldsymbol{Q}=\left[\boldsymbol{q}_{1}: \cdots: \boldsymbol{q}_{K}\right]$, where $\boldsymbol{q}_{j}=\boldsymbol{A} \boldsymbol{p}_{j}$, and $\widetilde{\boldsymbol{Q}}=\left[\widetilde{\boldsymbol{q}}_{1}: \cdots: \widetilde{\boldsymbol{q}}_{K}\right]$ where $\widetilde{\boldsymbol{q}}_{j}=\hat{\zeta}_{j}^{-1} \boldsymbol{A} \hat{\boldsymbol{p}}_{j}$. Then, for any $\beta \in \mathbb{R}^{+}$,

$$
\begin{align*}
\boldsymbol{A} \hat{H}_{0, \beta, 0} \boldsymbol{A}^{T} & =\left(\hat{\ell}_{0}^{e}\right)^{\beta} \boldsymbol{A} \boldsymbol{A}^{T}+\sum_{j=1}^{K} \frac{\left(\hat{\ell}_{j}^{e}\right)^{\beta}-\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{\beta}}{\hat{\zeta}_{j}^{2}} \boldsymbol{A} \hat{\boldsymbol{p}}_{j} \hat{\boldsymbol{p}}_{j}^{T} \boldsymbol{A}^{T} \\
& =\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{\beta} \boldsymbol{C}+\sum_{j=1}^{K}\left(\left(\hat{\ell}_{j}^{\mathrm{e}}\right)^{\beta}-\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{\beta}\right) \widetilde{\boldsymbol{q}}_{j} \widetilde{\boldsymbol{q}}_{j}^{T} \\
& =\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{\beta}\left[\boldsymbol{C}+\widetilde{\boldsymbol{Q}}\left(\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{-\beta} \hat{\Lambda}^{\beta}-\boldsymbol{I}_{K}\right) \widetilde{\boldsymbol{Q}}^{T}\right], \tag{26}
\end{align*}
$$

where, $\hat{\Lambda}=\operatorname{diag}\left(\hat{\ell}_{1}^{e}, \ldots, \hat{\ell}_{K}^{e}\right)$. Setting $\beta=1$, we observe that $\boldsymbol{b}^{T} \hat{G}_{0,1,0} \boldsymbol{b}=\hat{\ell}_{0}^{\mathrm{e}} \boldsymbol{b}^{T} \boldsymbol{A} \boldsymbol{A}^{T} \boldsymbol{b}+$ $\sum_{j=1}^{K}\left(\hat{\ell}_{j}^{\mathrm{e}}-\hat{\ell}_{0}^{\mathrm{e}}\right) \frac{1}{\hat{\zeta}_{j}^{2}}\left(\left\langle\boldsymbol{b}, \boldsymbol{A} \hat{\boldsymbol{p}}_{j}\right\rangle\right)^{2}$ which is $\boldsymbol{b}^{T} G_{0,1,0} \boldsymbol{b}+O_{p}(\sqrt{\log n / n})$ from equations (20) and (18). This proves the theorem when $\beta=1$.

To prove the theorem for any $\beta \neq 1$, we make repeated use of the following basic formula for matrix inversion. Given a symmetric nonsingular $p \times p$ matrix $\boldsymbol{B}$, and a $p \times q$ matrix D,

$$
\begin{equation*}
\left(\boldsymbol{B}+\boldsymbol{D} \boldsymbol{D}^{T}\right)^{-1}=\boldsymbol{B}^{-1}-\boldsymbol{B}^{-1} \boldsymbol{D}\left(\boldsymbol{I}_{q}+\boldsymbol{D}^{T} \boldsymbol{B}^{-1} \boldsymbol{D}\right)^{-1} \boldsymbol{D}^{T} \boldsymbol{B}^{-1} \tag{27}
\end{equation*}
$$

Using equations (27) and (26), we have, with $\hat{\Delta}_{\beta}=\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{-\beta} \hat{\Lambda}^{\beta}-\boldsymbol{I}_{K}$,

$$
\left(\boldsymbol{A} \hat{H}_{0, \beta, 0} \boldsymbol{A}^{T}\right)^{-1}=\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{-\beta} \boldsymbol{C}^{-1}-\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{-\beta} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}} \hat{\Delta}_{\beta}^{1 / 2}\left[\boldsymbol{I}_{K}+\hat{\Delta}_{\beta}^{1 / 2} \widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}} \hat{\Delta}_{\beta}^{1 / 2}\right]^{-1} \hat{\Delta}_{\beta}^{1 / 2} \widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1}
$$

We must, therefore, analyze the behavior of $\widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}}$. As a preliminary step, we observe that since $\boldsymbol{A} \boldsymbol{P}_{K, \perp} \varepsilon_{j} \sim N\left(0, \boldsymbol{A}\left(\boldsymbol{I}_{n}-\boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right) \boldsymbol{A}^{T}\right)$, it follows that

$$
\begin{equation*}
\frac{1}{p}\left\|\boldsymbol{C}^{-1 / 2} \boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{j}\right\|^{2}=\frac{1}{p} \operatorname{trace}\left(\boldsymbol{C}^{-1} \boldsymbol{A}\left(\boldsymbol{I}_{n}-\boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right) \boldsymbol{A}^{T}\right)+O_{p}\left(p^{-1 / 2}\right), \tag{28}
\end{equation*}
$$

which reduces to $1-r_{A} / p+O_{p}\left(p^{-1 / 2}\right)$ where $r_{A}=p^{-1}$ trace $\left(\boldsymbol{A}^{T} \boldsymbol{C}^{-1} \boldsymbol{A} \boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right)$ and

$$
\left|r_{A}\right| \leq\left\|\boldsymbol{A}^{T} \boldsymbol{C}^{-1} \boldsymbol{A}\right\| \cdot \operatorname{rank}\left(\boldsymbol{P}_{K} \boldsymbol{P}_{K}^{T}\right) \leq K
$$

We will use equation (28) and the bound on $\left|r_{A}\right|$ to control $\widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}}$. First note that using equations (17), (18) and, for any $1 \leq j, k \leq K$,

$$
\begin{aligned}
\tilde{\boldsymbol{q}}_{j}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{q}}_{k}= & \boldsymbol{p}_{j}^{T} \boldsymbol{A}^{T} \boldsymbol{C}^{-1} \boldsymbol{A} \boldsymbol{p}_{k}\left(1+O_{p}\left(n^{-1 / 2}\right)\right) \\
& +\frac{\sqrt{1-\zeta_{j}^{2}} \sqrt{1-\zeta_{k}^{2}}}{\zeta_{j} \zeta_{k}} \frac{\left\langle\boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{k}, \boldsymbol{C}^{-1} \boldsymbol{A} \boldsymbol{P}_{K, \perp} \boldsymbol{\varepsilon}_{j}\right\rangle}{n-K}\left(1+O_{p}\left(n^{-1 / 2}\right)\right),
\end{aligned}
$$

which, using equation (28), reduces to

$$
\boldsymbol{p}_{j}^{T} \boldsymbol{A}^{T} \boldsymbol{C}^{-1} \boldsymbol{A} \boldsymbol{p}_{k}\left(1+O_{p}\left(n^{-1 / 2}\right)\right)+\frac{\sqrt{1-\zeta_{j}^{2}} \sqrt{1-\zeta_{k}^{2}}}{\zeta_{j} \zeta_{k}} \frac{p-r_{A}+O_{p}\left(p^{1 / 2}\right)}{n-K}\left(1+O_{p}\left(n^{-1 / 2}\right)\right),
$$

and finally to $\boldsymbol{q}_{j}^{T} \boldsymbol{C}^{-1} \boldsymbol{q}_{k}\left(1+O_{p}\left(n^{-1 / 2}\right)\right)+O_{p}(p / n)$ using the bound on $\left|r_{A}\right|$. Consequently, we have

$$
\begin{equation*}
\widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}}=\boldsymbol{Q}^{T} \boldsymbol{C}^{-1} \boldsymbol{Q}+O_{p}\left(n^{-1 / 2}\right)+O_{p}(p / n) \tag{29}
\end{equation*}
$$

Now let $\Delta_{\beta}=\ell_{0}^{-\beta} \Lambda-\boldsymbol{I}_{K}$. Then $\left\|\hat{\Delta}_{\beta}-\Delta_{\beta}\right\|=O_{p}\left(n^{-1 / 2}\right)$, and hence, by equation (29),

$$
\begin{equation*}
\hat{\boldsymbol{U}}_{\beta}^{-1}:=\left[\boldsymbol{I}_{K}+\hat{\Delta}_{\beta}^{1 / 2} \widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}} \hat{\Delta}_{\beta}^{1 / 2}\right]^{-1}=\left[\boldsymbol{I}_{K}+\Delta_{\beta}^{1 / 2} \boldsymbol{Q}^{T} \boldsymbol{C}^{-1} \boldsymbol{Q} \Delta_{\beta}^{1 / 2}\right]^{-1}+\boldsymbol{R}_{\beta, n}=\boldsymbol{U}_{\beta}^{-1}+\boldsymbol{R}_{\beta, n}, \tag{30}
\end{equation*}
$$

where $\left\|\boldsymbol{R}_{\beta, n}\right\|=O_{p}\left(n^{-1 / 2}\right)+O_{p}(p / n)$. Furthermore, $\left(\boldsymbol{A} \hat{H}_{0,1,0} \boldsymbol{A}^{T}\right)^{-1}+\tau^{-1}\left(\boldsymbol{A} \hat{H}_{0, \beta, 0} \boldsymbol{A}^{T}\right)^{-1}$ can be written as

$$
\left(\left(\hat{\ell}_{0}^{e}\right)^{-1}+\frac{1}{\tau}\left(\hat{\ell}_{0}^{e}\right)^{-\beta}\right) \boldsymbol{C}^{-1}-\boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}}\left[\left(\hat{\ell}_{0}^{e}\right)^{-1} \hat{\Delta}_{1}^{1 / 2} \hat{\boldsymbol{U}}_{1} \hat{\Delta}_{1}^{1 / 2}+\frac{1}{\tau}\left(\hat{\ell}_{0}^{e}\right)^{-\beta} \hat{\Delta}_{\beta}^{1 / 2} \hat{\boldsymbol{U}}_{\beta} \hat{\Delta}_{\beta}^{1 / 2}\right] \widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1}
$$

which by equation (30) is

$$
\begin{equation*}
\left(\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{-1}+\frac{1}{\tau}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)^{-\beta}\right) \boldsymbol{C}^{-1}-\boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}} \hat{\boldsymbol{V}}_{\beta} \widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \tag{31}
\end{equation*}
$$

where $\hat{\boldsymbol{V}}_{\beta}=\boldsymbol{V}_{\beta}+\check{\boldsymbol{R}}_{1, n}+\frac{1}{\tau} \check{\boldsymbol{R}}_{\beta, n}$ with $\boldsymbol{V}_{\beta}=\ell_{0}^{-1} \Delta_{1}^{1 / 2} \boldsymbol{U}_{1} \Delta_{1}^{1 / 2}+\frac{1}{\tau} \ell_{0}^{-\beta} \Delta_{\beta}^{1 / 2} \boldsymbol{U}_{\beta} \Delta_{\beta}^{1 / 2}$ and $\check{\boldsymbol{R}}_{\beta, n}=$ $\hat{\ell}_{0}^{-\beta} \hat{\Delta}_{\beta}^{1 / 2} \boldsymbol{R}_{\beta, n} \hat{\Delta}_{\beta}^{1 / 2}$, so that $\left\|\check{\boldsymbol{R}}_{\beta, n}\right\|=O_{p}\left(n^{-1 / 2}\right)+O_{p}(p / n)$ for all $\beta$. Notice that $\boldsymbol{V}_{\beta}$ is positive definite, and hence $\hat{\boldsymbol{V}}_{\beta}$ is positive definite with probability tending to 1 .

Define, for $x>0, a_{\beta, \tau}(x)=x^{-1}+\tau^{-1} x^{-\beta}$. By equation (31), we can write

$$
\begin{aligned}
& {\left[\left(\boldsymbol{A} \hat{H}_{0,1,0} \boldsymbol{A}^{T}\right)^{-1}+\tau^{-1}\left(\boldsymbol{A} \hat{H}_{0, \beta, 0} \boldsymbol{A}^{T}\right)^{-1}\right]^{-1}=\frac{1}{a_{\beta, \tau}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)} \boldsymbol{C}\left[\boldsymbol{C}-\frac{1}{a_{\beta, \tau}\left(\hat{\ell}_{0}^{e}\right)} \widetilde{\boldsymbol{Q}} \hat{\boldsymbol{V}}_{\beta} \widetilde{\boldsymbol{Q}}^{T}\right]^{-1} \boldsymbol{C}} \\
& =\frac{1}{a_{\beta, \tau}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)} \boldsymbol{C}+\frac{1}{\left(a_{\beta, \tau}\left(\hat{\ell}_{0}^{e}\right)\right)^{2}} \widetilde{\boldsymbol{Q}}\left[\hat{\boldsymbol{V}}_{\beta}^{-1}-\frac{1}{a_{\beta, \tau}\left(\hat{\ell}_{0}^{e}\right)} \widetilde{\boldsymbol{Q}}^{T} \boldsymbol{C}^{-1} \widetilde{\boldsymbol{Q}}\right]^{-1} \widetilde{\boldsymbol{Q}}^{T},
\end{aligned}
$$

and using $\hat{\boldsymbol{V}}_{\beta}=\boldsymbol{V}_{\beta}+\check{\boldsymbol{R}}_{1, n}+\frac{1}{\tau} \check{\boldsymbol{R}}_{\beta, n}$, we can re-write it as

$$
\frac{1}{a_{\beta, \tau}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)} \boldsymbol{C}+\frac{1}{\left(a_{\beta, \tau}\left(\hat{\ell}_{0}^{\mathrm{e}}\right)\right)^{2}} \widetilde{\boldsymbol{Q}}\left[\boldsymbol{V}_{\beta}^{-1}-\frac{1}{a_{\beta, \tau}\left(\ell_{0}\right)} \boldsymbol{Q}^{T} \boldsymbol{C}^{-1} \boldsymbol{Q}+\boldsymbol{R}_{*, n}\right]^{-1} \widetilde{\boldsymbol{Q}}^{T},
$$

where $\left\|\boldsymbol{R}_{*, n}\right\|=O_{p}\left(n^{-1 / 2}\right)+O_{p}(p / n)$. As a consequence, we have

$$
\boldsymbol{b}^{T} \hat{G}_{1,0, \beta} \boldsymbol{b}=\boldsymbol{b}^{T} G_{1,0, \beta} \boldsymbol{b}+O_{p}(\sqrt{\log n / n})+O_{p}(p / n),
$$

uniformly over $\boldsymbol{b} \in \mathcal{B}$. An analogous calculation yields

$$
\boldsymbol{b}^{T} \hat{G}_{1,-1, \beta} \boldsymbol{c}=\boldsymbol{b}^{T} G_{1,-1, \beta} \boldsymbol{c}+O_{p}(\sqrt{\log n / n})+O_{p}(p / n),
$$

uniformly over $\boldsymbol{b}, \boldsymbol{c} \in \mathcal{B}$.

## A. 5 Proof of Lemma 1

First note that under the hierarchical model of equations (1) and (2), the posterior distribution of $\boldsymbol{\psi}$ given $\boldsymbol{A} \boldsymbol{X}$ is $N\left(\boldsymbol{A} \boldsymbol{\eta}_{0}+G_{1,-1, \beta} \boldsymbol{A}\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right), G_{1,0, \beta}\right)$. To prove this Lemma, we first fix a few notations. For coordinate $i$, let $v_{i}, v_{\psi i}$ and $v_{f i}$ denote the $i^{\text {th }}$ diagonal element of $\check{\boldsymbol{\Sigma}}_{1}, \check{\boldsymbol{\Sigma}}_{\beta}$ and $m_{0}^{-1} \check{\boldsymbol{\Sigma}}_{1}$, respectively. Suppose $(\boldsymbol{A} \boldsymbol{X})_{i}$ and $\left(\boldsymbol{A} \boldsymbol{\eta}_{0}\right)_{i}$ be the $i$ th coordinates of $\boldsymbol{A} \boldsymbol{X}$ and $\boldsymbol{A} \boldsymbol{\eta}_{0}$, respectively. The minimizer of the univariate Bayes risk $B_{i}(\tau, \beta)$ is given by

$$
\hat{q}_{i}=\underset{q}{\arg \min } \int L_{i}\left(\psi_{i}, q_{i}\right) \pi\left(\psi_{i} \mid(\boldsymbol{A} \boldsymbol{X})_{i}\right)
$$

where the posterior distribution $\pi\left(\psi_{i} \mid(\boldsymbol{A} \boldsymbol{X})_{i}\right) \sim N\left(\gamma_{i}, \omega_{i}\right)$ with $\gamma_{i}=\delta_{i}(\boldsymbol{A} \boldsymbol{X})_{i}+(1-$ $\left.\delta_{i}\right)\left(\boldsymbol{A} \boldsymbol{\eta}_{0}\right)_{i}, \delta_{i}=v_{\psi i} /\left(v_{\psi i}+v_{i}\right)$ and $\omega_{i}=\left(v_{\psi i}^{-1}+v_{i}^{-1}\right)^{-1}$. We prove the Lemma for the generalized absolute loss and the Linex loss functions. The univariate Bayes predictive rules for the other losses considered in this paper will follow from similar arguments.

For the Linex loss function, note that $L_{i}\left(\psi_{i}, q_{i}\right)=\mathbb{E}_{V_{i}} \mathcal{L}_{i}\left(V_{i}, q_{i}\right)$ where $\mathcal{L}_{i}\left(V_{i}, q_{i}\right)$ is the Linex loss for coordinate $i$ from equation (4). Since $V_{i} \sim N\left(\psi_{i}, v_{f i}\right)$,

$$
\mathbb{E}_{V_{i}} \mathcal{L}_{i}\left(V_{i}, q_{i}\right)=b_{i}\left[\exp \left\{a_{i}\left(q_{i}-\psi_{i}\right)+\left(a_{i}^{2} / 2\right) v_{f i}\right\}-a_{i}\left(q_{i}-\psi_{i}\right)-1\right] .
$$

Furthermore, $\mathbb{E}_{\psi_{i} \mid(\boldsymbol{A} \boldsymbol{X})_{i}} L_{i}\left(\psi_{i}, q_{i}\right)=b_{i}\left[\exp \left\{a_{i}\left(q_{i}-\gamma_{i}\right)+\left(a_{i}^{2} / 2\right)\left(v_{f i}+\omega_{i}\right)\right\}-a_{i}\left(q_{i}-\gamma_{i}\right)-1\right]$ is convex in $q_{i}$. Differentiating the above posterior expectation with respect to $q_{i}$, we get

$$
\hat{q}_{i}=\delta_{i}(\boldsymbol{A} \boldsymbol{X})_{i}+\left(1-\delta_{i}\right)\left(\boldsymbol{A} \boldsymbol{\eta}_{0}\right)_{i}-\frac{a_{i}}{2}\left(v_{f i}+\omega_{i}\right),
$$

which completes the proof.
For the generalized absolute loss function in equation (3), note that

$$
\mathbb{E}_{V_{i}} \mathcal{L}_{i}\left(V_{i}, q_{i}\right)=b_{i}\left(\psi_{i}-q_{i}\right)+\left(b_{i}+h_{i}\right) \mathbb{E}\left(q_{i}-\psi_{i}-Z\right)^{+},
$$

where $Z$ is a standard normal random variable. Furthermore, direct calculation yields $\mathbb{E}\left(q_{i}-\psi_{i}-Z\right)^{+}=\left(q_{i}-\psi_{i}\right) \Phi\left(q_{i}-\psi_{i}\right)+\phi\left(q_{i}-\psi_{i}\right)$. The Bayes predictive rule then follows from Proposition 2.1 and 2.2 of Mukherjee et al. (2015).

## A. 6 Proof of Lemma 3

We prove this lemma for the generalized absolute loss function in equation (3). For any $i$ and fixed $(\tau, \beta)$, it follows from Theorem 1A,
$\left|\hat{q}_{i}^{\mathrm{S}}(\boldsymbol{X} \mid \boldsymbol{S}, \tau, \beta)-q_{i}^{\text {Bayes }}(\boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)\right| \leq\left|\boldsymbol{e}_{i}^{T}\left(\hat{H}_{1,-1, \beta}-H_{1,-1, \beta}\right)\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right)\right|+O_{p}\left(\sqrt{\frac{\log n}{n}}\right)$.
The first term on the right of the inequality above can be written as a difference of two symmetric quadratic forms as follows

$$
\frac{\left\|\boldsymbol{X}-\boldsymbol{\eta}_{0}\right\|_{2}}{4}\left[\left|\left(\boldsymbol{a}+\boldsymbol{e}_{i}\right)^{T}\left(\hat{H}_{1,-1, \beta}-H_{1,-1, \beta}\right)\left(\boldsymbol{a}+\boldsymbol{e}_{i}\right)\right|-\left|\left(\boldsymbol{a}-\boldsymbol{e}_{i}\right)^{T}\left(\hat{H}_{1,-1, \beta}-H_{1,-1, \beta}\right)\left(\boldsymbol{a}-\boldsymbol{e}_{i}\right)\right|\right],
$$

where $\boldsymbol{a}=\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right) /\left\|\boldsymbol{X}-\boldsymbol{\eta}_{0}\right\|_{2}$.
Now, re-apply Theorem 1A separately to these two quadratic forms and note that the above is bounded by $O_{p}(\sqrt{\log n / n})\left(\left\|\boldsymbol{X}-\boldsymbol{\eta}_{0}\right\|_{2}\right)\left(\left\|\boldsymbol{a}+\boldsymbol{e}_{i}\right\|_{2}^{2}+\left\|\boldsymbol{a}-\boldsymbol{e}_{i}\right\|_{2}^{2}\right) / 4$, from which the result follows.

## A. 7 Proofs of Lemmata 4 and 5

To prove these lemmata, we use the following result.
Lemma A. Under assumptions A1 and $\boldsymbol{A}$ 2, uniformly in $\boldsymbol{b} \in \mathcal{B}$ such that $\mathcal{B}=O\left(n^{c}\right)$ for any fixed $c>0$, with $\|\boldsymbol{b}\|_{2}=1$, and for all $(r, \alpha) \in\{-1,0,1\} \times \mathbb{R}$, we have as $n \rightarrow \infty$,

$$
\begin{aligned}
& \sup _{\boldsymbol{b} \in \mathcal{B}} \mid \boldsymbol{b}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) \hat{H}_{1,-1, \beta} \boldsymbol{b}-\boldsymbol{b}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta} \boldsymbol{b} \\
& -j\left(\ell_{0}\right) \sum_{j=1}^{K}\left(h_{1,-1, \beta}\left(\ell_{j}\right)-h_{1,-1, \beta}\left(\ell_{0}\right)\right)^{2}\left(\left\langle\boldsymbol{b}, \boldsymbol{p}_{j}\right\rangle\right)^{2} \mid=O_{p}(\sqrt{\log n / n}) .
\end{aligned}
$$

Proof of Lemma A. Let us first define the following quantities: $\Delta_{j}\left(h_{1}\right)=h_{1,-1, \beta}\left(\ell_{j}\right)-$ $h_{1,-1, \beta}\left(\ell_{0}\right), \Delta_{j}=\mathcal{J}\left(\ell_{j}\right)-\mathcal{J}\left(\ell_{0}\right)$ and $\hat{\Delta}_{j}\left(h_{1}\right)=h_{1,-1, \beta}\left(\hat{\ell}_{j}^{e}\right)-h_{1,-1, \beta}\left(\hat{\ell}_{0}^{e}\right)$ where $h_{r, \alpha, \beta}$ is the scalar version of $H_{r, \alpha, \beta}$ and $\mathcal{J}(x)=x+\tau x^{\beta}$ being the scalar version of $\mathcal{J}(\boldsymbol{\Sigma})$. For any $\boldsymbol{b} \in \mathcal{B}$ with $\|\boldsymbol{b}\|_{2}=1$, expand $\boldsymbol{b}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) \hat{H}_{1,-1, \beta}^{T} \boldsymbol{b}$ as

$$
\begin{aligned}
& \sum_{j=1}^{K} \sum_{j^{\prime}=1}^{K} \sum_{k=1}^{K} \frac{\hat{\Delta}_{j}(h) \hat{\Delta}_{j^{\prime}}(h)}{\hat{\zeta}_{j}^{2} \hat{\zeta}_{j^{\prime}}^{2}} \Delta_{k}\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j}\right\rangle\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j^{\prime}}\right\rangle\left\langle\boldsymbol{p}_{k}, \hat{\boldsymbol{p}}_{j}\right\rangle\left\langle\boldsymbol{p}_{k}, \hat{\boldsymbol{p}}_{j^{\prime}}\right\rangle \\
& +\mathcal{J}\left(\ell_{0}\right) \sum_{j=1}^{K} \sum_{j^{\prime}=1}^{K} \frac{\hat{\Delta}_{j}(h) \hat{\Delta}_{j^{\prime}}(h)}{\hat{\zeta}_{j}^{2} \hat{\zeta}_{j^{\prime}}^{2}}\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j}\right\rangle\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j^{\prime}}\right\rangle\left\langle\hat{\boldsymbol{p}}_{j^{\prime}}, \hat{\boldsymbol{p}}_{j}\right\rangle \\
& +2 h\left(\hat{\ell}_{0}^{e}\right) \sum_{j=1}^{K} \sum_{k=1}^{K} \frac{\hat{\Delta}_{j}(h)}{\hat{\zeta}_{j}^{2}} \Delta_{k}\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j}\right\rangle\left\langle\boldsymbol{b}, \boldsymbol{p}_{k}\right\rangle\left\langle\boldsymbol{p}_{k}, \hat{\boldsymbol{p}}_{j}\right\rangle+2 h\left(\hat{\ell}_{0}^{e}\right) \mathcal{J}\left(\ell_{0}\right) \sum_{j=1}^{K} \frac{\hat{\Delta}_{j}(h)}{\hat{\zeta}_{j}^{2}}\left(\left\langle\boldsymbol{b}, \hat{\boldsymbol{p}}_{j}\right\rangle\right)^{2} \\
& +\left(h\left(\hat{\ell}_{0}^{\mathrm{e}}\right)\right)^{2} \sum_{k=1}^{K} \Delta_{k}\left(\left\langle\boldsymbol{b}, \boldsymbol{p}_{k}\right\rangle\right)^{2}+\left(h\left(\hat{\ell}_{0}^{e}\right)\right)^{2} \mathcal{J}\left(\ell_{0}\right)\|\boldsymbol{b}\|^{2} .
\end{aligned}
$$

Then, using equation (9), it can be verified that above asymptotically equals

$$
\begin{aligned}
& \boldsymbol{b}^{T}\left(\sum_{j=1}^{K} \Delta_{j}\left(h_{1}\right) \boldsymbol{p}_{j} \boldsymbol{p}_{j}^{T}+h_{1,-1, \beta}\left(\ell_{0}\right) \boldsymbol{I}_{n}\right)\left(\sum_{j=1}^{K} \Delta_{j} \boldsymbol{p}_{j} \boldsymbol{p}_{j}^{T}+h_{1,-1, \beta}\left(\ell_{0}\right) \boldsymbol{I}_{n}\right) \\
& \quad\left(\sum_{j=1}^{K} \Delta_{j}\left(h_{1}\right) \boldsymbol{p}_{j} \boldsymbol{p}_{j}^{T}+h_{1,-1, \beta}\left(\ell_{0}\right) \boldsymbol{I}_{n}\right) \boldsymbol{b}+\mathcal{J}\left(\ell_{0}\right) \sum_{j=1}^{K}\left(\Delta_{j}\left(h_{1}\right)\right)^{2}\left(\left\langle\boldsymbol{b}, \boldsymbol{p}_{j}\right\rangle\right)^{2}+O_{p}(\sqrt{\log n / n})
\end{aligned}
$$

where the $O_{p}$ term is uniform in $\boldsymbol{b} \in \mathcal{B}$ consisting of $O\left(n^{c}\right)$ unit vectors. Finally, using the definitions of $\Delta_{j}\left(h_{1}\right), \Delta_{j}$ and arguments similar that used in proving Theorem 1A, the result follows.

Next, we prove the three statements of Lemma 4.
Proof of Lemma 4, statement (a) - first note that $\mathbb{E}\left\{\left(q_{i}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}, \tau, \beta\right)-q_{i}^{\text {Bayes }}(\boldsymbol{X} \mid \boldsymbol{\Sigma}, \tau, \beta)\right)^{2}\right\}$ can be decomposed as

$$
\mathbb{E}^{2}\left\{\left(q_{i}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}\right)-q_{i}^{\text {Bayes }}(\boldsymbol{X})\right)\right\}+\operatorname{Var}\left\{\left(q_{i}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}\right)-q_{i}^{\text {Bayes }}(\boldsymbol{X})\right)\right\}
$$

where the first term represents bias squared and the second term is the variance. Now consider, for example, the generalized absolute loss function of equation (3). Under this loss, the bias with respect to the marginal distribution of $\boldsymbol{X}$ is

$$
\Phi^{-1}\left(\tilde{b}_{i}\right)\left[\left(\boldsymbol{e}_{i}^{T} \hat{H}_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} \hat{H}_{0,1,0} \boldsymbol{e}_{i}\right)^{1 / 2}-\left(\boldsymbol{e}_{i}^{T} H_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} H_{0,1,0} \boldsymbol{e}_{i}\right)^{1 / 2}\right]
$$

which, by Theorem 1A is $O_{p}(\sqrt{\log n / n})$. Now the variance term is equal to

$$
f_{i}^{2} \boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) \hat{H}_{1,-1, \beta}^{T} \boldsymbol{e}_{i}-2 f_{i} \boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}+\boldsymbol{e}_{i}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}
$$

which is a quadratic with respect to $f_{i}$ and is minimized at

$$
f_{i}^{\mathrm{OR}}=\frac{\boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}}{\boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) \hat{H}_{1,-1, \beta}^{T} \boldsymbol{e}_{i}} .
$$

The numerator in the above expression is an asymmetric quadratic form in $\hat{H}_{r, \alpha, \beta}$ and by Theorem 1A it equals $\boldsymbol{e}_{i}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}+\left(\boldsymbol{e}_{i}^{T} H_{1,-1, \beta} \mathcal{J}^{2}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}\right)^{1 / 2} O_{p}(\sqrt{\log n / n})$. By Lemma A, the denominator is
$\boldsymbol{e}_{i}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta} \boldsymbol{e}_{i}+j\left(\ell_{0}\right) \sum_{j=1}^{K}\left(h_{1,-1, \beta}\left(\ell_{j}\right)-h_{1,-1, \beta}\left(\ell_{0}\right)\right)^{2}\left(\left\langle\boldsymbol{e}_{i}, \boldsymbol{p}_{j}\right\rangle\right)^{2}+O_{p}(\sqrt{\log n / n})$,
which, for fixed $\tau>0, \beta \geq 0$, is non-trivial since $\ell_{j}>\ell_{0}>0$ for all $j=1, \ldots, K$. Thus, the ratio asymptotically equals
$\frac{\boldsymbol{e}_{i}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}}{\boldsymbol{e}_{i}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}^{T} \boldsymbol{e}_{i}+j\left(\ell_{0}\right) \sum_{j=1}^{K}\left(h_{1,-1, \beta}\left(\ell_{j}\right)-h_{1,-1, \beta}\left(\ell_{0}\right)\right)^{2}\left(\left\langle\boldsymbol{e}_{i}, \boldsymbol{p}_{j}\right\rangle\right)^{2}}+O_{p}\left(\sqrt{\frac{\log n}{n}}\right)$.
The second term in the denominator is at least as big as

$$
j\left(\ell_{0}\right)\left(h_{1,-1, \beta}\left(\ell_{K}\right)-h_{1,-1, \beta}\left(\ell_{0}\right)\right)^{2}\left\|\boldsymbol{P}_{K} \boldsymbol{e}_{i}\right\|^{2} .
$$

Finally, note that $U(\boldsymbol{\Sigma})=H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta}$, from which the result follows.
Proof of Lemma 4, statement (b) - from Lemma A, $\boldsymbol{b}^{T} \hat{H}_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) \hat{H}_{1,-1, \beta}^{T} \boldsymbol{b}$ asymptotically equals

$$
\boldsymbol{b}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta} \boldsymbol{b}+j\left(\ell_{0}\right) \sum_{j=1}^{K}\left(h_{1,-1, \beta}\left(\ell_{j}\right)-h_{1,-1, \beta}\left(\ell_{0}\right)\right)^{2}\left(\left\langle\boldsymbol{b}, \boldsymbol{p}_{j}\right\rangle\right)^{2}+O_{p}(\sqrt{\log n / n}),
$$

which is strictly bigger than $\boldsymbol{b}^{T} H_{1,-1, \beta} \mathcal{J}(\boldsymbol{\Sigma}) H_{1,-1, \beta} \boldsymbol{b}+O_{p}(\sqrt{\log n / n})$ for any fixed $\tau>$ $0, \beta>0$ and from this the proof immediately follows.
Proof of Lemma 4, statement (c) - this follows directly from statements (a) and (b). For any coordinate $i$, by definition of $f_{i}^{\mathrm{OR}}$ in statement (a),

$$
\mathbb{E}\left[\left(q_{i}^{\mathrm{S}}(\boldsymbol{X} \mid \boldsymbol{S})-q_{i}^{\text {Bayes }}(\boldsymbol{X})\right)^{2}\right] \geq \mathbb{E}\left[\left(q_{i}^{\text {cs }}\left(\boldsymbol{X} \mid \boldsymbol{S}, f_{i}^{\text {OR }}\right)-q_{i}^{\text {Bayes }}(\boldsymbol{X})\right)^{2}\right]
$$

while statement (b) implies that the above inequality holds for all $i$ and for any fixed $\tau>0$ and $\beta>0$.

Proof of Lemma 5-The proof of this Lemma follows directly using Theorem 1A for the numerator of $\hat{f}_{i}^{\text {prop }}$ and Lemma A and equations (9), (10) for the denominator. Similar arguments using Theorem 1B, Lemma A and equations (9), (10) prove the result for $\hat{f}_{i}^{\text {prop }}$ in definition 4.

## A. 8 Proofs of Theorems 2A and 2B

We will first prove Theorem 2B for the generalized absolute loss function in equation (3).
For any $i$ and fixed $\tau>0, \beta>0$, we have ,

$$
\left|\hat{q}_{i}^{\text {caspr }}\left(\hat{f}_{i}^{\mathrm{prop}}\right)-\hat{q}_{i}^{\text {cs }}\left(f_{i}^{\mathrm{OR}}\right)\right|=\left|\hat{f}_{i}^{\mathrm{prop}}-f_{i}^{\mathrm{OR}}\right|\left|\boldsymbol{e}_{i}^{T} \hat{H}_{1,-1, \beta} \boldsymbol{A}\left(\boldsymbol{X}-\boldsymbol{\eta}_{0}\right)\right|,
$$

which can be upper bounded by $\left|1-\hat{f}_{i}^{\mathrm{prop}} / f_{i}^{\mathrm{OR}}\right|\left[\left|\hat{q}_{i}^{\mathrm{cs}}\left(f_{i}^{\mathrm{OR}}\right)-\boldsymbol{e}_{i}^{T} \boldsymbol{A} \boldsymbol{\eta}_{0}\right|+\left|\Phi^{-1}\left(\tilde{b}_{i}\right)\right|\left(\boldsymbol{e}_{i}^{T} \hat{G}_{1,0, \beta} \boldsymbol{e}_{i}+\right.\right.$ $\left.\left.m_{0}^{-1} \boldsymbol{e}_{i}^{T} \hat{G}_{0,1,0} \boldsymbol{e}_{i}\right)^{1 / 2}\right]$. Now using Theorem 1B and Lemma 5, $\left\|\hat{\boldsymbol{q}}^{\text {caspr }}\left(\boldsymbol{A} \boldsymbol{X} \mid \hat{\boldsymbol{f}}^{\text {prop }}\right)-\hat{\boldsymbol{q}}^{\text {cs }}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{f}^{\mathrm{OR}}\right)\right\|_{2}^{2}$ is upper bounded by
$\frac{2}{\left(f_{\text {inf }}^{\mathrm{OR}}\right)^{2}}\left[\left\|\hat{\boldsymbol{q}}^{\mathrm{cs}}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{f}^{\mathrm{OR}}\right)-\boldsymbol{e}_{i}^{T} \boldsymbol{A} \boldsymbol{\eta}_{0}\right\|_{2}^{2}+\left\{\Phi^{-1}\left(\tilde{b}_{i}\right)\right\}^{2}\left(\boldsymbol{e}_{i}^{T} G_{1,0, \beta} \boldsymbol{e}_{i}+m_{0}^{-1} \boldsymbol{e}_{i}^{T} G_{0,1,0} \boldsymbol{e}_{i}+c_{n}\right)\right] O_{p}\left(\frac{\log n}{n}\right)$,
where $f_{\text {inf }}^{\mathrm{OR}}:=\inf _{1 \leq i \leq n} f_{i}^{\mathrm{OR}}>0$ and $c_{n}=O_{p}\left\{\max \left(\frac{p}{n}, \sqrt{\frac{\log n}{n}}\right)\right\}$. The proof then follows by noting that $\left\|\hat{\boldsymbol{q}}^{\text {cs }}\left(\boldsymbol{A} \boldsymbol{X} \mid \boldsymbol{f}^{\mathrm{OR}}\right)-\boldsymbol{e}_{i}^{T} \boldsymbol{A} \boldsymbol{\eta}_{0}\right\|_{2}^{2}>0$ since $\ell_{0}>0$. The proof of Theorem 2A follows using similar arguments as Theorem 1A and Lemma 5.
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